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Abstract

Transmembrane (TM) proteins constitute 15-30% of the genome, but less than 1% of the structures in the Protein Data Bank. This discrepancy is disturbing and emphasizes that structure determination of TM proteins remains challenging. The challenge is greatest for proteins from eukaryotes, whose structures remain intractable, despite tremendous advances made towards the structure determination of bacterial TM proteins. Notably, over half of the membrane-protein families in eukaryotes lack bacterial homologs. It is therefore conceivable that many more years will elapse before atomic-resolution structures of eukaryotic TM proteins will emerge. Until then, integrated approaches, combining biochemical and computational analyses with low-resolution structures, will probably play increasingly important roles in providing frameworks for the mechanistic understanding of membrane protein structure and function. I have thus developed several methods for structure prediction in TM proteins, which were based on phylogenetic analysis, biochemical and low-resolution structural data. The computational methods relied on evolutionary conservation to predict which amino-acid positions are buried in the protein core, and a method for detecting correlations in the substitutions of amino-acid sites in order to predict interactions between residues. These and other methods were applied the study of the structure and mechanism of action of the receptor tyrosine kinase ErbB2, the gap junction intercellular channel, and the small multidrug resistance antiporter from *E. coli* EmrE. In all of these cases, significant agreement was found between published experimental results and the model structures, and additional insight was provided into the proteins' mechanisms of action, including in the two former cases, their involvement in disease. We postulated several hypotheses on structural
relationships between amino-acid residues in the gap junction TM domain. These hypotheses were tested experimentally and provide partial validation of this model.
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It is estimated that transmembrane (TM) proteins constitute some 15-30% of eukaryotic genomes (Krogh et al., 2001; Liu and Rost, 2001; Mitaku et al., 1999; Rost et al., 1996). Due to their strategic localization at the interfaces between the interior and exterior of the cell and between cellular compartments, membrane proteins play pivotal roles in many cellular processes, including cell-to-cell signaling events, solute transport, and cellular organization. For this reason, membrane proteins are by far the most attractive targets for drug discovery. Despite their significance, however, only a few distinct folds of TM proteins have been solved to date by high-resolution methods such as X-ray crystallography (White, 2004) and NMR (Opella and Marassi, 2004); accordingly, TM-protein structures constitute less than 1% of the entries in the Protein Data Bank (PDB). Disturbingly, only two of the current entries represent a membrane protein from human origin (MacKenzie et al., 1997; Murata et al., 2000), while the large majority of entries are of bacterial membrane proteins (Fig. 1).

Part of the reason why progress has been faster for bacterial membrane proteins stems from the fact that they can more easily be expressed in large quantities in bacterial hosts, and that they lack many of the posttranslational modifications that potentially complicate crystallization. Moreover, the fast pace at which bacterial genomes are sequenced provides an almost unlimited repertoire of target proteins including homologs from thermophilic bacteria that are often more stable during detergent solubilization, purification, and crystallization. In contrast, eukaryotic membrane proteins are more difficult to express than their bacterial homologs, are
subject to posttranslational modifications, and often only few candidate genes are available for screens to identify the ideal target protein. It thus comes as no surprise that over the past few years, efforts have been focused on identifying bacterial homologs of eukaryotic membrane proteins, and to pursue their structure determination by “brute-force” approaches, utilizing sometimes, thousands of combinations of homologs of the protein and different crystallization conditions (Chang et al., 1998). As evident in Figure 1, this strategy has begun to bear fruit and many exciting structures should be expected to emerge over the next several years (White, 2004). However, this approach does not represent the ultimate solution because a large number of eukaryotic membrane proteins do not have bacterial homologs. In fact, a search in the Pfam-A database of protein families (Bateman et al., 2004) shows that only 47% of the eukaryotic TM-protein families have bacterial or archaeal homologs.

It should nevertheless be stressed that even bacterial membrane proteins are difficult targets for structure analysis. One of the crucial steps in the crystallization of membrane proteins relies on the use of detergents and the extraction of lipid. It has been demonstrated, however, that this step can distort the protein fold (Lee et al., 2005). In this connection, substantial evidence exists suggesting that a small number of published structures of membrane proteins from x-ray crystallography do not represent physiologically relevant conformations (Davidson and Chen, 2005; M12:Fleishman and Ben-Tal, 2006; Lee et al., 2005; Tate, 2006). One such case that has been a subject of part of this doctoral work concerns the small multidrug resistance protein from \textit{E. coli}, EmrE.

With such a large fraction of proteins in eukaryotes, whose direct structure determination will have to await possibly many years, and due to the challenges that
still face the structure determination of bacterial membrane proteins, we have
developed several data-based modeling approaches that rely on inferences derived
from biochemical, computational, evolutionary, and intermediate-resolution structural
data.

**Architecture of helical TM proteins**

A simple rule that has guided many of the approaches to modeling helical TM
proteins is the two-stage model of folding (Engelman et al., 2003) (Fig. 2). According
to this model, hydrophobic segments are first inserted into the plasma membrane in
the form of helices, which engage the polar carbonyl and amide groups on the peptide
chain's backbone in hydrogen bonds, and shield them from the hydrophobic lipid
bilayer. Next, these helices associate with one another to shape the protein's tertiary
structure. One of the implications of the two-stage model for computational modeling
is that each of the hydrophobic segments comprising the TM domain can be
approximated as an energetically stable canonical α-helix, whose polar backbone and
N- and C- termini are shielded from the membrane environment. Hence, TM-protein
structure prediction can concentrate on the relative configurations of preformed α-
helices. This constraint reduces considerably the number of degrees of freedom that
must be explored computationally.

This relatively simple picture of TM-protein architecture was supported by the
first few membrane proteins to be solved (Baldwin, 1993; Deisenhofer et al., 1995;
Henderson et al., 1990; Kuhlbrandt and Wang, 1991) (e.g., Fig. 3). Moreover, the
extramembrane loops are relatively short in these proteins dictating that consecutive
domains in the sequence are proximal in the 3-dimensional (3D) structure (Bowie,
1997). However, this simplistic picture collapsed when the first ion-channel structures
revealed that helices need not span the entire width of the bilayer (Doyle et al., 1998), and can be extremely long and highly tilted with respect to the membrane normal (Dutzler et al., 2002) (Fig. 4a,b). Recent transporter structures have also shown marked deviations from $\alpha$-helicity; these deviations were suggested to play a role in the conformational changes underlying transporter functions by destabilizing the structures (Fig. 4c) (Abramson et al., 2003). All of these structural features are still beyond what can be reliably predicted by computational methods, raising the question of how many membrane domains might have gone unnoticed. More importantly, however, the observation that not all consecutive hydrophobic domains formed physical contact (Doyle et al., 1998; Dutzler et al., 2002) heralded the end of naïve modeling of TM proteins, and underscored the importance of a joint experimental-computational approach to structure prediction. Over the past several years, mostly two sources of experimental data have proven valuable in aiding modeling exercises of polytopic membrane proteins: low-resolution structures obtained by cryo-electron microscopy (cryo-EM) and mutational analyses of structure-function relationships.

**Cryo-EM of 2D crystals of TM proteins**

In contrast to the difficulties usually experienced in obtaining 3D crystals of TM proteins, in some cases, membrane proteins readily form 2-dimensional (2D) arrays in the membrane (e.g., bacteriorhodopsin (Unwin and Henderson, 1975), photosystem II (Rhee et al., 1998), the gap junction (Unger et al., 1999), the bacterial translocon complex secYEG (Breyton et al., 2002), and the bacterial multidrug resistance transporter EmrE (Ubarretxena-Belandia et al., 2003)). Added advantages of 2D crystals are that they mimic the native environment of the protein more closely than does the 3D crystal, including interactions with the surrounding lipid molecules, which sometimes play important roles in determining the physiological structure.
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(Fujiyoshi, 1998). For instance, substantial differences were observed between the cryo-EM map of EmrE (Ubarretxena-Belandia et al., 2003) and two structures of that protein derived from x-ray analysis of 3D crystals (Ma and Chang, 2004; Pornillos et al., 2005). Since the detergent-solubilized form of EmrE that was used in the cryo-EM analysis binds substrate with the same high affinity as the protein in its native membrane (Tate et al., 2003), the cryo-EM structure is thought to be the more native-like structure (Tate, 2006). Another demonstration of the importance of maintaining a membrane-like environment is provided by the differences between two recent x-ray structures of the voltage-gated potassium channel (Jiang et al., 2003; Long et al., 2005), the latter of which was crystallized in the presence of lipids. Lastly, it is sometimes possible to induce crystal formation in 2D, even when the proteins are dispersed in the membrane (Hasler et al., 1998), and even relatively small and poorly ordered crystals can be used to derive data in the 5-10 Å resolution range thanks to digital image-processing protocols that allow crystals to be corrected for translational disorder (Amos et al., 1982; Henderson et al., 1990; Henderson et al., 1986).

However, cryo-EM of 2D crystals usually produces structures at limited resolutions (typically, above 4.5 Å in the plane of the membrane), where individual amino-acid sidechains, connecting loops, and extramembrane domains are not resolved, although a recent case of a high-resolution structure from cryo-EM analysis of an aquaporin family member is a notable exception (Gonen et al., 2004). Moreover, the resolution in the direction vertical to the lipid bilayer is lower than the in-plane resolution. This reduced resolution entails an uncertainty regarding the actual length of each helical segment, and may obscure the helical register. The lower vertical resolution may also limit the detection of helices that do not span the entire bilayer. In the case of the aquaporin-1 water channel for instance, an initial map at 6Å in-plane
resolution (Walz et al., 1997) did not reveal the surprising architecture of the channel, whereby two half-helices meet midway through the membrane (Fig. 4d), and misleadingly, these half-helices appeared as one. A subsequent cryo-EM map at 4.5 Å resolution uncovered the two half-helices (Mitsuoka et al., 1999), and allowed a combination of sequence-based methods to be used to predict a model structure (de Groot et al., 2000; Heymann and Engel, 2000), which was found to be in agreement with the high-resolution structure (Murata et al., 2000). The initially incorrect interpretation underscores the importance of improving resolution even marginally within the intermediate-resolution range in order to ascertain the general architecture of the protein.

Despite these shortcomings of intermediate-resolution maps, the fact that they provide an overall description of the protein architecture and the approximate packing of TM helices tremendously reduces the degrees of freedom for conformational search and the extent of uncertainty in constructing model structures. In fact, by assuming that ideal α-helices occupy the locations observed in the map, one can limit the conformation search for the backbone positions to identifying the native-state orientation of each helix around its principal axis (M4:Fleishman et al., 2004).

Building on this realization, and using further constraints obtained from multiple-sequence alignments as well as biochemical data, Baldwin et al. pioneered a structure-based modeling approach to derive a first model of the G-protein coupled receptor (GPCR) rhodopsin (Baldwin et al., 1997) based on a structure at 7 Å in-plane resolution (Unger et al., 1997). The essential feature of their modeling was the expectation that evolutionarily conserved amino-acid positions are packed inside the core of the helix bundle, whereas variable residues face the outside. Figure 3 provides an example of a high-resolution structure of a TM protein showing this pattern of
evolutionary conservation. While very rough, the model of rhodopsin's TM domain served as a template for modeling other GPCRs, which then provided a framework for interpreting the effects of mutations in the context of the receptor structure (see e.g. refs. (Latronico et al., 1998; Scheer et al., 2000)). Three years later, a first high-resolution structure of rhodopsin was solved by x-ray crystallography of 3D crystals (Palczewski et al., 2000), and showed that the previous model approximated the native-state structure to within 3.2Å root-mean-square deviation (RMSd). As Figure 5 illustrates, the orientations of all of the helices were predicted quite accurately by Baldwin et al., and the main structural differences are due to deviations in the positioning of the kinked helices.

The successful combination of cryo-EM and computational methods for the modeling of rhodopsin encouraged us to develop tools for modeling based on phylogenetic analysis and intermediate-resolution structures (M4:Fleishman et al., 2004; M5:Fleishman et al., 2004). These tools were subsequently used to model two membrane proteins based on cryo-EM maps, the vertebrate gap junction (M7:Fleishman et al., 2004) and the bacterial small multidrug resistance protein EmrE (M9:Fleishman et al., 2006).

Our principal aim in modeling TM-protein structures is to provide a platform for the experimental study of structure-function relationships (M11:Fleishman et al., 2006). Although the models are approximate, and do not contain sidechain atoms, they can nevertheless be used in order to plan and interpret biochemical experiments. Thus, we have used the model structure of the gap junction TM domain (M7:Fleishman et al., 2004) in order to design experiments that probed the stability of this domain (M11:Fleishman et al., 2006). Our experimental collaborators at Karen Avraham's laboratory (School of Medicine, Tel-Aviv University) then identified two
putative salt bridges and one pair of residues that is involved in packing interactions, in which one disease-causing mutation suppressed the effects of another. These results provide the first experimental data on interactions between residues in the gap junction.

**Modeling pairs of tightly packed \( \alpha \)-helices**

As part of my Master's studies, I developed a methodology for predicting the structures of small systems consisting of pairs of tightly packed \( \alpha \)-helices (A1:Fleishman and Ben-Tal, 2002). Each of the TM domains was modeled as an \( \alpha \)-helix, and the interactions between a pair of helices were scored according to rules of preferred association that were inferred from biochemical studies (M11:Fleishman et al., 2006). The main features of the score function were a preference for locating small and polar amino-acid residues in the interface of the helix pair and the exclusion of large residues from there. This score function, though simple, was able to predict correctly the conformations of several pairs of TM helices from solved structures (A1:Fleishman and Ben-Tal, 2002). At the start of my doctoral studies I used this methodology in order to study the association of ErbB2 (or HER2) monomers that form dimers in the membrane (M1:Fleishman et al., 2002). ErbB2 is an oncogene that was implicated in 30% of breast cancers. The results provided evidence for a hypothesis on a mechanism of rotation-coupled receptor activation, whereby the TM helices rotate between two different states: an active (low-affinity) and an inactive (high-affinity) state. This suggested conformational change was recently recapitulated jointly with our collaborators using more sophisticated conformational sampling methods (M2:Enosh et al., 2006). In addition, the implications of the rotation-coupled activation of ErbB2 for the cytoplasmic kinase domain were studied (M3:Landau et
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al., 2004). Although the conformation score function (A1:Fleishman and Ben-Tal, 2002) was useful in the study of pairs of helices, it has the significant drawback that it assumes that the pairs of helices under study are closely packed (< 9 Å separation between the principal axes of the helices), thus in effect precluding its applicability to most polytopic proteins (A1:Fleishman and Ben-Tal, 2002). This limitation provided the impetus for the development of other tools for structure prediction in TM proteins that were mentioned in the previous section (M6:Enosh et al., 2004; M4:Fleishman et al., 2004; M5:Fleishman et al., 2004).

Organisation of the Thesis

This thesis is organized as an article dissertation. Appendix A1 provides a paper that summarizes the results of my Master's studies, during which I developed a method for predicting the orientations of tightly packed α-helices (A1:Fleishman and Ben-Tal, 2002), and is therefore not part of the main body of this thesis. It is, however, the methodological basis for the work, in which I predicted the putative stable conformations and a pathway linking these conformations for the receptor tyrosine kinase (RTK) ErbB2 (M1:Fleishman et al., 2002). This conformational change was also identified in joint work with our collaborators using a more advanced method for sampling conformations (M2:Enosh et al., 2006). Further work in the Ben-Tal laboratory, in which I participated, explored the implications of the suggested conformations of ErbB2 for the activation of the cytoplasmic kinase domain (M3:Landau et al., 2004). As mentioned above, the method for predicting the structures of tightly packed α-helices (A1:Fleishman and Ben-Tal, 2002) is not capable of treating most of the polytopic membrane proteins. I therefore developed two additional methodologies for structure prediction, one of which uses evolutionary
conservation and low-resolution structural data (M4:Fleishman et al., 2004), and the other identifies pairs of amino-acid residues that show a correlated pattern of substitutions in the evolutionary history of the protein family (M5:Fleishman et al., 2004). It is of note that the method that utilizes evolutionary conservation (M4:Fleishman et al., 2004) makes extensive use of methodological aspects that were developed in my Master's thesis and are provided as Appendix A (A1:Fleishman and Ben-Tal, 2002). We also developed a methodology for detecting correlated substitutions in the evolutionary history of protein families, which can be used for predicting whether residue pairs are proximal in space (M5:Fleishman et al., 2004). The paper describing this methodology also summarizes an analysis of the inter-relationships between three of the structural domains of the voltage-gated potassium channel. In another joint work with our collaborators, we developed a new methodology for assigning TM segments to α-helices observed in low-resolution cryo-EM structures based on geometric considerations (M6:Enosh et al., 2004). Based on some of these methodological developments, I next predicted the structure of the gap-junction TM domain (M7:Fleishman et al., 2004). In a paper that has been submitted for publication, but has not yet been published, I used the model of the gap junction TM domain to suggest which residues in this domain interact, and experimental assays by our collaborators in Karen Avraham's laboratory (School of Medicine, Tel-Aviv University) tested these hypotheses (M8:Fleishman et al., 2006). In another unpublished paper, I predicted the structure and mechanism of substrate translocation of the small multidrug resistance antiporter from E. coli, EmrE (M9:Fleishman et al., 2006). Another paper (M10:Shental-Bechor et al., 2006) summarizes a critique of an approach to derive an experimental hydrophobicity scale
that was proposed and applied in the beginning of 2005, and was subsequently used to study the voltage-gated potassium channel.

We recently published two reviews on structure prediction in TM proteins. The first of which provides a retrospective analysis of methods that have been used to predict TM-protein structures, and contrasts the predictions with experimental atomic-resolution structures that were subsequently solved, thus identifying weaknesses and strengths of currently employed methods (M11:Fleishman et al., 2006). The second is focused on methodological developments and new insights into TM-protein folding obtained over the past few years, attempting to delineate productive venues for future research (M12:Fleishman and Ben-Tal, 2006). The Introduction of this thesis is based in part on these two reviews.

An additional appendix presents an article that I published during the course of my doctoral studies, but is not directly related to structure prediction providing a critique of a commonly used method for identifying motifs in protein- and gene-interaction networks (A2:Artzy-Randrup et al., 2004).

**Figure Legends**

Figure 1: **Number of new helical membrane protein folds solved in recent years.** Tremendous progress has been made over the past few years in crystallization of TM proteins from bacteria. However, crystallization of eukaryotic TM proteins still lags far behind, and only a handful of structures has been obtained. Figures 1 and 3-5 are taken from (M11:Fleishman et al., 2006).

Figure 2: **Two stages of TM-protein folding.** TM-protein folding is thought to proceed in two stages (Popot and Engelman, 1990): the folding of individual TM
segments into helices (top) followed by helix packing (bottom). The topology of the protein is often determined by the positive-inside rule (von Heijne and Gavel, 1988), with the cytoplasmic loops tending to be enriched by positively charged residues compared to the extracellular loops. Figure 2 is taken from (M12:Fleishman and Ben-Tal, 2006).

Figure 3: **Evolutionary conservation can aid the orientation of transmembrane helices.** Evolutionary conservation is projected on the bacteriorhodopsin structure viewed from the direction vertical to the membrane plane showing that the core of the protein (within the yellow ellipse) is more conserved than its periphery. The observation of this correlation between evolutionary conservation and structure served as the principal means in this doctoral work for predicting the orientations of helices. An algorithm that identified conformations, in which conserved amino-acid positions are packed inside the protein core and variable residues face the outside, was successfully validated on TM proteins of solved structure (M4:Fleishman et al., 2004). It was then applied to predict the structure of the gap junction intercellular channel (M7:Fleishman et al., 2004) and the small multidrug resistance transporter from *E. coli* EmrE (M9:Fleishman et al., 2006). Conservation was computed using the *ConSurf* webserver [http://consurf.tau.ac.il/](http://consurf.tau.ac.il/) (Glaser et al., 2003). This and all other molecular representations were generated using MolScript (Kraulis, 1991), and rendered with Raster3D (Merritt and Bacon, 1997).

Figure 4: **Recent structures reveal many discrepancies from the view that TM helices are canonical and span the entire lipid bilayer.** (a) For clarity, only three of the four monomers comprising the K+ ion channel are shown (Doyle et al., 1998). Blue cylinders represent the pore helix, which spans only half of the membrane width.
(b) A monomer of the ClC Cl- channel (Dutzler et al., 2002). The blue cylinders represent the locations of helices B and J, which are highly tilted with respect to the membrane normal, comprising approximately 35 amino acids each. (c) Structure of the transporter lac permease (Abramson et al., 2003). Some of the helices are kinked. A lactose analog is shown in orange spheres. (d) Structure of the aquaporin 1 water channel (Sui et al., 2001). Blue and red cylinders represent two half helices that meet midway in the membrane. Since all of these structural features are still beyond the capabilities of predictive methods, in this doctoral work, I have relied on intermediate-resolution structural data to constrain the search space and to engender more native-like model structures.

Figure 5: Comparison of the hypothetical and high-resolution structures of rhodopsin. The crystal and the hypothetical structures of rhodopsin are superimposed (yellow and green, respectively). The hypothetical structure was modeled on the basis on a cryo-EM map at 7 Å in-plane resolution (Baldwin et al., 1997). The hypothetical and x-ray structures deviate by 3.2 Å RMS. Spheres are aids to the eye in identifying identical positions in the hypothetical and crystal structures. The orientations of all of the helices are very similar, and the main differences are in the locations of the helices within the plane of the membrane, particularly in the kinked helices F and G.
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A putative molecular-activation switch in the transmembrane domain of erbB2

Sarel J. Fleishman†, Joseph Schlessinger‡, and Nir Ben-Tal†§

†Department of Biochemistry, The George S. Wise Faculty of Life Sciences, Tel-Aviv University, Ramat-Aviv 69987, Israel; and ‡Department of Pharmacology, Yale University School of Medicine, New Haven, CT 06520-8065

Contributed by Joseph Schlessinger, October 22, 2002

Overexpression of the receptor tyrosine kinase (RTK) erbB2 (also designated neu or HER2) was implicated in causing a variety of human cancers, including mammary and ovarian carcinomas. Ligand-induced receptor dimerization is critical for stimulation of the intrinsic protein tyrosine kinase (PTK) of RTKs. It was therefore proposed that PTK activity is stimulated as a result of the reorientation of the cytoplasmic domains within receptor dimers, leading to transautophosphorylation and stimulation of enzymatic activity. Here, we propose a molecular mechanism for rotation-coupled activation of the erbB2 receptor. Using a computational exploration of conformation space of the transmembrane (TM) segments of an erbB2 homodimer, we found two stable conformations of the TM domain. We suggest that these conformations correspond to the active and inactive states of erbB2, and that the receptor molecules may switch from one conformation to the other without crossing exceedingly unfavorable states. This model provides an explanation for the biochemical and oncogenic properties of erbB2, such as the effects of erbB2 overexpression on kinase activity and cell transformation. Furthermore, the opposing effects of the neu* activating oncogenic point mutation and the Val-655→Ile single-nucleotide polymorphism shown to be linked to reduced risk of breast cancer are explained in terms of shifts in the equilibrium between the active and inactive states of erbB2 in vivo.

The epidermal growth factor-receptor (EGFR) family of receptor tyrosine kinases (erbB1, erbB2, erbB3 and erbB4) plays a critical role in the control of many physiological processes (reviewed in refs. 1–3). Moreover, overexpression of or dysfunction in the activity of EGFR and other members of the family has been implicated in the cause of a variety of human cancers (i.e., lung, brain, mammary, and ovarian). erbB1 and other members of the family are composed of a ligand-binding domain that is connected, via a single transmembrane (TM) helix, to a cytoplasmic domain endowed with intrinsic protein tyrosine kinase (PTK) activity flanked by regulatory sequences that are subject to autophosphorylation and phosphorylation by heterologous protein kinases. Ligand binding to the extracellular domain induces the formation of homo- and heterodimers of different members of the EGFR family, followed by stimulation of PTK activity by transautophosphorylation. In addition to their key regulatory role in the control of PTK activity, tyrosine phosphorylation sites in RTKs serve as docking sites for recruitment and activation of cellular signaling proteins that mediate the pleiotropic responses induced by growth factor stimulation.

Despite an extensive search over more than a decade, a physiological ligand of erbB2 has not yet been identified (1, 3). It has therefore been proposed that erbB2 does not have a specific ligand, and that it functions as a preferred partner for heterodimerization with other members of the EGFR family (4–6). Indeed, strong activation of the PTK activity of erbB2 was shown to be induced by overexpression of erbB2, even without ligand stimulation (reviewed in ref. 1). Moreover, overexpression and activation of erbB2 have been detected in a large fraction of mammary and ovarian cancers. There is reliable evidence that the TM domain of erbB2 plays an active role in erbB2 dimerization and activation (7–11). A point mutation in the TM domain of the rat homologue neu (Val-664→Glu) induces PTK activation and oncogenic transformation (7, 9). The Val-664 residue is located within a consensus sequence in the TM segment’s N terminus that is known to induce TM helix dimerization (11). This sequence motif is shared by the TM domains of all members of the EGFR family (Fig. 1). In addition to the N-terminal dimerization motif, erbB2 contains a second related GxxG motif in the C terminus of its TM segment (12, 13). Each of these motifs mediate dimerization of the TM domain of erbB2 in the cell membrane (14).

In this report, we present a model for the activation of erbB2 that is based on two states of its TM domain. The conformational space of an erbB2 TM homodimer is explored by using a computational tool for predicting conformations of pairs of α-helices in TM domains of membrane proteins (15). The method is based on structural and thermodynamic considerations and consists of an exhaustive search for a structure that is likely to allow a pair of helices to pack tightly. Our computations retrieve empirical results, indicating that the TM domain of erbB2 may undergo dimerization via either one of the two dimerization motifs (14). We further show that receptor dimers are capable of switching between these two conformations. We propose that the balance between the two states may play a role in the control of the activity of erbB2 and its various mutants, both under normal conditions and in pathological states.

Methods

Calculating Scores for Helix-Pair Conformations. A detailed explanation of the method is presented in ref. 15. The essence of the score function consists of two contributions according to the simple rule “small residues go inside.” A negative contribution from residue pairs that form contacts in the given conformation and are known to allow helix pairs to tightly pack in TM proteins; and a positive term for the burial of bulky residues in the helix pair’s interface. Thus, a conformation favoring tight packing of helices is expected to have a negative score. Based on the available structural data (16), helices were assumed to be canonical. The interhelical distance was assumed to be ~7.5 Å, corresponding to the interhelical distance in the tightly packed TM homodimer glycoporphorin A, which has been used as a model for the dimerization of TM domains (17).

Global Search. A global search for an optimal conformation of the erbB2 homodimer was carried out on a five-dimensional lattice (Fig. 2 Right). To find the most optimal conformation for the helix dimer, we explored a very large part of the conformation space by modulating x between −10 and 10 Å, with a step size of 0.5 Å; z between −10 and 10 Å, with a step size of 1 Å; α and β from 0° to 360°, with a step size of 9°; and ψ between −75° and 75°, with a step size of 3.75°. We thus examined more than 50 million different conformations of the helix pair.

Abbreviations: EGFR, epidermal growth factor receptor; RTK, receptor tyrosine kinase; TM, transmembrane; PTK, protein tyrosine kinase.

†To whom correspondence should be addressed. E-mail: bental@ashtoret.tau.ac.il.
Fig. 1. Multiple sequence alignment of the TM domains of the human members of the EGFR family. Highlights indicate dimerization motifs in TM domains (12, 14). Yellow corresponds to Sternberg-Gullick motifs (11) and green to motifs that are related to the GxxxG motif (12). The transforming neu* Val-664→Glu mutation in rats corresponds to a Val-659→Glu mutation in humans (shown in red). All family members except for human erbB3 contain two known dimerization motifs separated by seven positions, thus placing the two motifs on the same ridge of amino acid residues (18) (Fig. 3). Position 655 in the human erbB2 (blue) exhibits a Val/Ile single-nucleotide polymorphism. The Ile variant is linked to reduced risk of contracting breast cancer (25).

Restricted Search. We also used finer resolution to map the erbB2 homodimer’s conformation space by imposing symmetry and restricting the crossing angle $\Psi$ to $-35^\circ$ (Fig. 2 Right), which is typical of class 4–4 ridges-into-grooves helix packing (18). $\alpha$ was modulated throughout its potential range with a step size of $5^\circ$, and $x$ was modulated between $-15$ and $15$ Å with a step size of 0.5 Å.

Results and Discussion

We conducted a global search of the erbB2 TM homodimer’s conformation space without imposing symmetry. We found a conformation, where the C-terminal GxxxG motif mediates dimerization, to have a minimal score in erbB2’s TM conformation space. We therefore consider it to be optimal for tight packing of this TM helix pair.

Similar to the GxxxG motif mediating the dimerization of glycoporphin A (12, 13, 19), the two dimerization motifs in erbB2 contain two critical residues that are separated by three residues in the amino acid sequence of the TM helix (Fig. 1). It is thus reasonable to assume that interactions between the motifs on two different helices are accommodated by class 4-4 ridges-into-grooves helix packing (18). We therefore conducted a restricted, although higher-resolution, search, assuming that the crossing angle ($\Psi$) between the two monomers is $-35^\circ$ (Fig. 2 Right), a value typical for this class of helix packing (18).

Our results show that the TM domains of an erbB2 homodimer are stable in either of two distinct dimerization modes. These modes correspond to two minima in the score surface shown in Fig. 2 Left. The deeper minimum (white ellipse) corresponds to dimerization of the TM domain via the C-terminal dimerization motif, and the shallower minimum (yellow ellipse) corresponds to contact formation via the N-terminal dimerization motif. Notably, the two minima are connected through a saddle-point in the score surface (red ellipse in Fig. 2 Left), indicating that the dimer is capable, in theory, of switching between the two dimerization modes without moving through excessively unfavorable conformations. The movement consists of sliding along a ridge formed by amino acid residues (18) and a large $120^\circ$ rotation of each monomer with respect to the other (Figs. 2 and 3 and Movie 1, which is published as supporting information on the PNAS website, www.pnas.org).

In light of these results, we propose a molecular-switch model for the activation of erbB2, other members of the EGFR family, and possibly other RTKs. According to the model, the structure of the TM segment in erbB2 allows the receptor dimers to exist...
in one of two states (Fig. 3). Our calculations show that the dimer mediated by the C-terminal dimerization motif is more stable than the dimer formed by the N-terminal motif (Fig. 2). We propose that the more stable conformation corresponds to the receptor’s inactive state, which does not stimulate its PTK activity (20). At normal levels of erbB2 expression, its monomers are at equilibrium with dimers mediated by the more stable C-terminal dimerization motif, i.e., inactive dimers. Transition to the active state is caused by a conformational switch consisting of 120° rotation and movement to dimerization via the N-terminal dimerization motif (Movie 1). According to the model, contact formation via the N-terminal motif of erbB2 causes a reorientation in the cytoplasmic domains of the two juxtaposing catalytic domains of erbB2 (20, 21), resulting in transautophosphorylation and stimulation of the receptor’s PTK activity.

The molecular-switch model helps explain the biochemical effects of mutations in the TM domain of erbB2 that were described in the literature (8, 14). Table 1, which is published as supporting information on the PNAS web site, summarizes the effects of various known erbB2 mutations on cell transformation and other properties of erbB2. The various mutations summarized in Table 1 modify either one or both dimerization motifs or leave them intact. Effects on focus formation and dimerization are explained in terms of the molecular-switch model.

It has been proposed that both active and inactive receptor dimers coexist on the cell surface at a normal level of receptor expression (22), and that overexpression increases the amount of active dimers resulting in enhanced PTK activity and cell transformation (1, 3). According to the model presented here, overexpression of erbB2 does not change the overall ratio of active-to-inactive receptor dimers. Rather, it suggests that the enhanced PTK activity, even in cases where an external signal is not received, is a direct consequence of the increase in the absolute number of erbB2 molecules that undergo dimerization via the active (N-terminal) dimerization motif.

The molecular-switch model for erbB2 activation may provide an explanation for seemingly contradictory properties of known erbB2 mutants or naturally occurring variants. It was proposed that the Val-664→Glu mutation in the oncogenic form of neu, known as neu*, facilitates hydrogen-bond formation between neighboring TM domains (10), resulting in enhanced neu* dimerization and autophosphorylation (23). However, it was recently demonstrated, by using an assay for receptor dimerization, that the activating mutation of neu* does not enhance receptor dimerization (14). The model presented in this report may be used to explain both phenomena. Dimerization via the C-terminal motif would result in the exposure of a polar group on the side chain of Glu-664 to the hydrophobic lipid environment, which is energetically unfavorable. Thus, the set of inactive dimeric conformations in neu (forming contact via the C-terminal dimerization motif) are, in essence, inaccessible to the mutated receptor, which in turn results in a decrease in receptor dimerization (14). However, the amount of active dimers, mediated by the N-terminal dimerization motif, will be increased because of hydrogen bond formation (23), resulting in increased autophosphorylation, PTK activation, and cell transformation.

The model may also explain why the Ile variant of the single-nucleotide polymorphism at position 655 in humans (24) (Fig. 1) exhibits a reduced risk for contracting mammary carcinomas (25). We propose that substitution of Val for a bulkier Ile residue in this position of the TM domain will destabilize the formation of active erbB2 dimers that are mediated by the N-terminal dimerization motif. Consequently, receptor activation caused by overexpression of erbB2 will be reduced even at high levels of erbB2 overexpression. In other words, the activating Val-664→Glu mutation will shift the equilibrium toward the active dimeric form, whereas the Val-655→Ile variant will destabilize the formation of the active dimeric form, resulting in reduced PTK activity, even under conditions of erbB2 overexpression.

Two evolutionary arguments were raised to explain the formation of inactive receptor dimers in the membrane (20). First, formation of inactive receptors on the cell surface would allow more rapid initiation of signal transduction as compared with activation of monomeric receptors that must undergo dimerization for activation to take place. Moreover, the higher stability of inactive compared with active dimers on the cell surface may act as a safe-lock mechanism by decreasing inadvertent dimerization and activation caused by spontaneous collisions between laterally diffusing surface receptors (20).

The mechanism proposed in this report for the activation of erbB2 may apply to other members of the EGFR family and other RTKs (26). It is noteworthy that erbB3 contains only the N-terminal dimerization motif (Fig. 1). Unlike other members of the EGFR family, erbB3 possesses an inactive PTK domain and may serve as a preferred substrate of the other members of the EGFR family (27). Therefore, it may not need the safe-lock mechanism that exists in receptors endowed with active PTK domains. A similar mechanism may also apply for the activation of insulin and insulin-like growth factor (IGF) receptors by insulin and IGF1, respectively. The insulin and IGF1 receptors are expressed on the cell surface as disulfide-linked inactive dimers (1, 3). Insulin binding induces a conformational change in the dimeric insulin receptor, resulting in stimulation of the intrinsic PTK activity.

It would be interesting to test and quantify the phenotypic importance of the switching mechanism we have proposed here in vivo beyond the documented mutations of Table 1. For instance, mutating the TM segment to the effect that the
N-terminal motif exhibits a greater dimerization propensity than the C-terminal motif (e.g., Ser-656→Gly, Gly-668→Phe double mutant) may have a phenotypic effect similar to the Val-664→Glu substitution in neu* (Fig. 1) (7, 9). Another interesting possibility would be to leave both motifs intact and to alter the pathway between them, e.g., by deleting residues from the sequence connecting the two motifs (positions 661–667 of erbB2; Fig. 1). Our calculations show that a deletion mutation such as this would disconnect the pathway between the conformations mediated by either of the two dimerization motifs. This mutation would retain the receptor's dimerization characteristics but slow down the kinetics of the switching mechanism (data not shown).

We have used a recently developed computational method for predicting TM helix conformations (15) and combined its results with a large body of past and recent experimental information on the sequence–structure–function relationships of the erbB2 TM domains. Based on these results, we suggested a model for the activation of erbB2 receptors in molecular detail. The model clarifies previously described clinical and biochemical information on erbB2 receptors (Table 1). Finally, targeting of this mechanism by a novel class of lipid soluble inhibitors may offer new therapeutic strategies for cancers caused by overexpression of erbB2.
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ABSTRACT

Motivation: Motion in transmembrane (TM) proteins plays an essential role in a variety of biological phenomena. Thus, developing an automated method for predicting and simulating motion in this class of proteins should result in an increased level of understanding of crucial physiological mechanisms. We have developed an algorithm for predicting and simulating motion in TM proteins of the α-helix bundle type. Our method employs probabilistic motion-planning techniques to suggest possible collision-free motion paths. The resulting paths are ranked according to the accessibility of the van der Waals interactions between the TM helices. Our algorithm considers a wide range of degrees of freedom (dofs) involved in the motion, including external and internal moves. However, in order to handle the vast dimensionality of the problem, we employ some constraints on these dofs in a way that is unlikely to rule out the native motion of the protein. Our algorithm simulates the motion, including all the dofs, and automatically produces a movie that demonstrates it.

Results: Overexpression of the RTK ErbB2 was implicated in causing a variety of human cancers. Recently, a molecular mechanism for rotation-coupled activation of the receptor was suggested. We applied our algorithm to investigate the TM domain of this protein, and compared our results with this mechanism. A motion pathway that was similar to the proposed mechanism ranked first, and motions with partial overlap to this pathway followed in rank order. In addition, we conducted a negative-control computational-experiment using Glycophorin A. Our results confirmed the immobility of this TM protein, resulting in degenerate paths comprising native-like conformations.

Supplementary information: Supplementary data are available at http://www.cs.tau.ac.il/~angela/EGFR.html

Contact: angela@post.tau.ac.il

1 INTRODUCTION

In total, approximately 20–30% of proteins encoded by the genome are transmembrane (TM). They form pumps and channels that control and guide the transportation of ions and metabolites across the membrane. Other TM proteins function as receptors and are responsible for molecular recognition of hormones and neurotransmitters. Despite recent advances, it is extremely difficult to crystallize these proteins, and even when a high-resolution structure is determined, much effort is required to elucidate the protein’s mechanism of action. So far, cartoon-resolution mechanisms have been suggested for only a few TM-proteins, e.g. the lactose permease (Abramson et al., 2003) and ErbB2 (Fleishman et al., 2002). However, molecular details for these mechanisms are not defined yet. These molecular details include, for instance, the following questions: What exactly are the conformational changes that occur in each step along the reaction coordinate? Whether, and to what extent do the helices move as rigid bodies? Which torsion angles and side-chains alter during the conformational change? Thus, one of the challenging tasks in computational studies of TM-protein structures is to define these molecular details as continuous motion that goes beyond the cartoon-level resolution published so far in order to gain insight into these mechanisms.

Proteins display a broad range of motions, from the fast and localized motions (e.g. side-chain movements) to the slow large-scale motions (e.g. domain movements). An important characteristic of biomolecules is that the different types of motion are interdependent and coupled to one another. Thus, in the investigation of slow large-scale motions as we propose to find, ignoring the fast small-scale motions might obscure the overall conformational changes.

Many large-scale motions take place on time scales beyond the accessibility of time-dependent methods, such as molecular dynamics (MD) (Karplus et al., 2002). Normal-mode analysis (NMA), the Gaussian Network Model (GNM) and the Anisotropic Network Model (ANM) (Bahar et al., 2005) are fast time-independent methods used for computing vibrational modes and estimating the flexibility of the protein. However, these techniques are not ideally suited to deal with energy barriers and multiple minima in the potential-energy surface. Monte Carlo simulations provide a useful alternative, but to the best of our knowledge, they were not used to study large-scale motions in TM proteins.

Motion planning (MP) is a fundamental problem, originally studied in robotics and computational geometry, but with implications in numerous other fields (Latombe, 1991, 1999; Sharir, 2004). The MP problem can be stated as follows: given a robot in an environment with obstacles, find a collision-free path connecting the current (start) configuration of the robot to a desired (goal) configuration. A class of randomized-path planning methods, known as Probabilistic Road Map (PRM) methods have been successfully applied to complicated high-dimensional problems (Kavraki et al., 1996; Hsu et al., 1999; Choset et al., 2005). PRM techniques sample the robot’s configuration space at random, and retain the collision-free samples as milestones. Then, pairs of milestones are connected with local paths that serve as collision-free connectors of the generated milestones. The result is an undirected graph, called a probabilistic roadmap, whose nodes are the milestones and the edges are the local paths.

A distinction exists between multi-query strategies (e.g. Kavraki et al., 1999) and single-query ones (e.g. Hsu et al., 1999). In a single-query strategy the goal is typically to find a collision-free path between the two query configurations by exploring as little space as possible. Single-query strategies often build a new road map for each query by growing trees of sampled milestones rooted at the initial and goal configurations (Hsu et al., 1999). Rapidly-exploring Random Trees (RRT) (LaValle et al., 2001;
LaValle, 2006), briefly described in Section 3.1, have been recognized as a very useful tool for designing efficient single-query paths in highly constrained spaces.

Probabilistic techniques combined with optimization and clustering have been used to sample conformational spaces of ligands and identify their low-energy conformations (Finn et al., 1996). Randomized path-planning methods were used successfully in computational biology by replacing the collision detection, used in robotic applications, with a molecular force field. Singh et al. (1999) applied PRM techniques to the ligand-binding problem. Apaydin et al. (2001) and Amato et al. (2003) applied PRM techniques to study protein folding. Recently, Cortes et al. (2005) developed an algorithm to compute large-amplitude motions in flexible molecular models. They applied RRTs to compute protein loop conformational changes and ligand trajectories.

We extend the RRT framework to predict TM α-helix bundle motions and the conformational changes of the helices in the bundle. Eukaryotic TM proteins form predominantly α-helix bundles in the membrane. Considering the α-helices as rigid bodies may reduce the conformational space substantially. However, owing to the large spectrum of motion scales, we do not assume that the helices are completely rigid. Therefore, in addition to movements of the helices as rigid bodies in three-dimensional (3D) space, we consider also changes in torsion angles and side-chain flexibility within these helices, while using constraints on these degrees of freedom (dofs) in a way that the conformational space will not exceed reasonable computational limits. Our algorithm is divided into two main stages. The first stage filters out many infeasible pathways using purely geometric considerations resulting in collision-free paths. In the second stage, these paths are analyzed using an energy-based criterion. The direct output of the algorithm is several movies that simulate the feasible paths that can be further examined, while taking into account functional data on the protein under study.

We tested the effectiveness of the algorithm with an application to the receptor tyrosine kinase (RTK) ErbB2 and Glycophorin A. Our results comply with previous data on these proteins. It is encouraging to note that motion paths for ErbB2 suggested by our algorithm are similar to the mechanism proposed by Fleishman et al. (2002) although we used very different methods to suggest and simulate the motion path.

2 A TM PROTEIN MODEL

A protein can be described as a long linkage with side-chains attached to the Cα atoms on its backbone. Using a standard modeling assumption for proteins, bond lengths and angles are often treated as fixed during motion. However, torsion angles can change significantly when the protein’s conformation changes. Thus, in our model, a protein is considered as an articulated mechanism with revolute joints corresponding to the torsion angles along the protein backbone.

TM proteins of the α-helix bundle type comprise helices that are embedded in the membrane. Although helices are often considered as rigid bodies, for motion prediction purposes we cannot treat them as entirely rigid. Thus, when moving from one conformation to another, there might be slight changes in the (φ, ψ) torsion angles of amino acids in the helices. We model a helix as a kinematic chain using the chain tree hierarchy introduced by Lotan et al. (2004). In the chain tree hierarchy, the rotatable bonds, around which the (φ, ψ) torsion angles are defined, cut the protein backbone into rigid groups of atoms, called links. There are two types of links. The first includes the Cα, O, and N atoms, where i stands for the position of amino acids along the protein backbone. The second group includes Cα and all side-chain atoms attached to it (Fig. 1). A reference frame is attached to each link in the chain and the relative location of consecutive frames is defined by a homogeneous transformation matrix, which is a function of the torsion-angle between them. As the conformations of a helix change, the update of the torsion angles of its backbone is done quickly by updating the matrices corresponding to these torsion angles instead of updating the Cartesian coordinates of the atoms. Collision detection with rigid links, takes O(R^3) time, which is not optimal in the worst case, but performs well in practice.

The algorithm of Lotan et al. (2004) assumes that the side-chains are rigid, whereas in our implementation, under some criteria (as explained below), we do allow side-chains to move.

2.1 Structural constraints

On the one hand, one of the driving forces behind motion in TM proteins is to keep the helices tight together in a way that the interactions between these helices do not decrease dramatically. On the other hand, the helices cannot pack so close as to generate steric clashes between atoms. A steric clash occurs, when the distance between the centers of two non-bonded atoms is significantly smaller than the sum of these atoms’ van der Waals (vdW) radii. We partly allow penetration between atoms using a cutoff parameter K, which is the percentage of the vdW radii, namely the centers of two non-bonded atoms of vdW radii r1 and r2 must be at least K(r1+r2) apart. For our experiments, we used K = 60%. Thus, a fine combination of the two contradicting forces, tightness and steric-clash avoidance, is considered in our model.

2.2 Problem statement

Given a set of helices represented as kinematic chains and an initial spatial conformation of these helices, we aim to find a feasible motion path (or paths) that simulate the native motion towards goal conformations (that may not be given in advance). We denote the set of n TM helices by \{h_1, ..., h_n\}. Each helix has six dofs corresponding to its position and orientation.

2.3 Relaxations applied to the TM helices

If a helix h, has m_i torsion angles, the dimensionality of the configuration space in our problem is enormous with 6ν + Σ_{i=1}^{m_i}(m_i - 1) dofs, where n is the number of helices. In addition, we consider side-chain flexibility, leading to more dofs. However, we may use some relaxations on the dimensionality of the problem when considering TM helices. The relaxations we use are as follows: (1) The TM helices cannot be fully buried in the membrane and therefore their axes are limited to maximal tilt angles of 50° with respect to the membrane normal. (2) The lateral movements of the helices as a group in the membrane is not considered by our motion analysis, implying that a specific rigid link of one helix can be placed at a fixed location in 3D. (3) Canonical helices have (φ = -60, ψ = -40) torsion angles along the backbone. Since we want to limit helix distortion, we allow each angle to deviate by less than ±10° from torsion angles of a canonical helix. (4) Side-chain movements may be important players in the motion-prediction problem. However, for the purposes
of obtaining an approximation of the large-scale motions of the protein, it seems reasonable to consider side-chain movements only when they interfere with the way to a desired conformation. Thus, each time we derive motion from one conformation to another, we allow movements only in side-chains that are in conflict with this motion.

3 THE ALGORITHM

We have developed a motion-planning algorithm to predict motion in TM α-helix bundles. For a set of TM helices in 3D space, a conformation of an α-helix bundle comprises all the geometric information related to these helices, namely, the six dofs of helix positions and orientations in 3D space, the torsion angles of each amino acid and the conformations of the side-chains within these helices. The conformation space, \( C_{\text{space}} \), is the union of all these possible conformations. \( C_{\text{space}} \) is divided into feasible, \( C_{\text{feasible}} \) and forbidden, \( C_{\text{forbid}} \) regions. \( C_{\text{forbid}} \) contains all the conformations that involve steric clashes between atoms (both within and between helices). In addition, \( C_{\text{forbid}} \) contains conformations that involve lowvdW interactions between the helices. \( C_{\text{feasible}} \) is simply \( C_{\text{space}} \setminus C_{\text{forbid}} \).

Our algorithm proceeds in two stages: Growing RRT—construction of a tree (RRT) that contains the set of feasible collision-free pathways emerging from a given initial conformation, using the constraints described in Section 2.1 applied to the TM helices. This stage is followed by Energy Analysis—assigning weights to newly generated conformations in order to find a feasible path connecting \( q_{\text{init}} \) to a goal conformation. In each iteration, a random conformation, \( q_{\text{rand}} \), is generated and the nearest node, \( q_{\text{near}} \), in \( T \) (according to some appropriate distance metric \( M \)) is expanded towards \( q_{\text{rand}} \). If no collision is found on the way towards the random conformation, then \( q_{\text{rand}} \) becomes a new vertex in the tree and an edge is added between \( q_{\text{near}} \) and \( q_{\text{rand}} \). Otherwise, \( q_{\text{near}} \) expands as close as possible towards \( q_{\text{rand}} \). In this case, the last feasible conformation (unless it is too close to \( q_{\text{near}} \)) becomes a vertex in \( T \) and an edge is added between \( q_{\text{near}} \) and the new vertex (Fig. 2). It was shown (LaValle et al., 2001) that this method leads to Voronoi-biased growth of \( T \). This means that vertices with large Voronoi cells have a larger probability of being extended. This is a useful property as large Voronoi cells represent unexplored areas of the conformation space.

In our implementation, each node in the tree represents an α-helix bundle conformation. In the beginning, the tree contains a given initial conformation \( q_{\text{init}} \). During the expansion process, new conformations are sampled uniformly at random while satisfying the relaxations stated in Section 2.3. While growing an edge from \( q_{\text{near}} \) towards \( q_{\text{rand}} \), a forbidden conformation, \( q_{\text{forbid}} \), may occur. \( q_{\text{forbid}} \) is either a conformation with steric clashes, or it contains highly remote helices, i.e. the distance between the helix axes are above a given cutoff \( D \) (we use \( D = 14 \) Å in the experiments reported below). In the latter case the expansion is stopped and the algorithm continues as usual. However, when collision between side-chains occurs during the expansion toward the sampled conformation, the algorithm tries to adopt a new conformation only for the colliding side-chains that obstruct the way to \( q_{\text{rand}} \). In a way that the adopted conformation will be free of collisions. In case of a success, \( q_{\text{near}} \) continues to expand towards \( q_{\text{rand}} \). Otherwise, a new node is generated for the last feasible conformation that was found.

Using the chain-tree hierarchy, the colliding side-chain can easily be detected and examined. We employed a fairly simple procedure that finds the set of collision free rotamers using the backbone-dependent rotamer library from Dunbrack et al. (1994), considering rotamers in the range \([-50, -70]\) for \( \phi \) and \([-30, -50]\) for \( \psi \). The backbone-dependent rotamer library evaluates each rotamer by a probability term. Our algorithm preferentially selects high-probability rotamers, while keeping the conformation free of clashes. This step can be computationally expensive, but the number of colliding side-chains in each iteration is relatively small. The algorithm continues to grow the tree till a stopping criterion is fulfilled. In our algorithm, the stopping criterion is reached if novel conformations are not added to the tree after several iterations. In other words, if the algorithm fails to expand \( T \) for a threshold number of consecutive iterations, it implies that the sampled conformations in \( T \) cover \( C_{\text{feasible}} \) sufficiently, and the expansion of \( T \) is stopped.

When a goal conformation is given, RRT strategies often try to grow two trees rooted at the initial and goal conformations (LaValle, 2006). However, we anticipate that, owing to the paucity of structural information regarding TM proteins, we may often encounter a case whereby only one conformation is known, and so a goal conformation is unavailable. Therefore, after the generation of the tree, our

---

1A Voronoi cell of a vertex \( v \) is the set of all points in space that are closer to \( v \) than to any other vertex, under the given metric.
algorithm suggests a goal conformation as well as the path that leads to it.

3.2 Energy analysis

So far, we have considered only geometric constraints imposed on the motion of TM helices, resulting in a tree with collision-free paths. Our next goal is to incorporate energetic considerations into the generation of the tree. It has been suggested that tight packing of \( \alpha \)-helices in TM proteins plays a considerable role in stabilizing these proteins (Curran and Engelman, 2003), implying that vdW forces are important descriptors of inter-helix interactions. We calculated the vdW interactions between the helices using the Lennard-Jones (LJ) 6–12 potential. The vdW energy of an \( \alpha \)-helix bundle conformation was calculated as

\[
E_{vdW} = \sum_{ij} \epsilon_{ij} \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - 2 \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6},
\]

where \( r_{ij} \) is the distance between atoms \( i \) and \( j \), \( \epsilon_{ij} \) is the energy-well depth and \( \sigma_{ij} \) is the atomic radii sums. The parameters were taken from CHARMM19 (Neria et al., 1996). Thus, a weight was assigned to each node in \( T \), based on the LJ potential of its respective conformation. In the same manner, we added a penalty-weight to each edge between two conformations that corresponds to the maximal LJ potential observed along the local path between them.

Given a weighted RRT, we wish to find paths that minimize the weights along the pathway, and more importantly, lead to a goal conformation that is associated with a low value of the potential. We rely on a common assumption that a pathway may have some energetically unfavorable conformations that may lead to a more favorable conformation, and our aim is to capture these goal conformations. We define two different energy functions for each path: a pathway function \( P \) that equals to the highest value of the potential that is observed along the nodes and edges in the pathway, and a goal function \( G \) that corresponds to the value of the potential of the last conformation in the path, which we refer to as the goal conformation. Formally, for a path \( \pi = \{v_0, e_0, v_1, e_1, \ldots, v_{k-1}, e_{k-1}, v_k\} \), where \( v_i \) stands for a node and \( e_i \) for an edge, \( P(\pi) = \max_{0 \leq k \leq k-1} \left\{ W(v_{i}), W(e_{i}) \right\} \), where \( W \) is the weight of the nodes or edges in \( T \), and \( G(\pi) = W(v_k) \).

3.2.1 Path clustering

Different sequences of randomly sampled conformations lead to different trees (RRTs). Thus, instead of growing one tree, several RRTs have been grown in the same way as described in Section 3.1, and clustering is performed on the paths derived from these trees. Each cluster comprises a set of paths that end with the same goal conformation (i.e. the root-mean-square deviation (rmsd) between the atoms of any two goal conformations in a cluster is below a predefined cutoff \( Q \); in our experiments we use \( Q=1.4 \, \text{Å} \)). For a cluster \( C_i = \{\pi_1, \ldots, \pi_m\} \), a representative path \( \pi^* \) was chosen to be the one that minimizes the LJ potential in the conformations stored on the path edges and nodes, i.e. \( P(\pi^*) = \min_{\pi \in C_i} (P(\pi)) \). Different paths may comprise different lengths (number of nodes in the path), still, the above criterion (minimizing \( P \)) is more dominant than the path lengths. However, if several paths in a cluster had the same values \( P(\pi^*) \), then the representative path was chosen to be the shortest path among them.

Clusters with a goal conformation that is close to the initial conformation were ignored. A score was assigned to the remaining clusters based on the LJ potential of the goal conformation \( G(\pi^*) \) and the number of paths in the cluster. We integrated the two terms into a form of the colony function (Xiang et al., 2002). Thus, the score of a cluster is \( F(C_i) = \sum_{\pi \in C_i} e^{-G(\pi^*)} \). In other words, the score favors clusters comprising many paths leading to a mutual energetically favorable conformation. The representative paths of the highest-score clusters were selected to produce movies that simulate the motion of the TM helices.

4 RESULTS

To explore the utility of the motion-planning algorithm in suggesting possible pathways for conformational changes in proteins, we used it to investigate the TM domain of the RTK ErbB2, over-expression of which has been implicated in many types of cancer [reviewed in Burgess et al. (2003)]. The protein, which is a member of the epidermal growth factor-receptor (EGFR) family, includes large extra- and intra-cellular domains that are connected by a single TM helix. It is known to form homo- and heterodimers with other EGFRs. It was proposed that ErbB2 activation involves a rotation in the relative orientation of the cytoplasmic kinase domains within a receptor dimer that is driven by a rotation of the TM helices (Jiang et al., 1999). A molecular mechanism for such rotation-coupled activation was suggested based on a computational exploration of the conformations of the ErbB2 TM domain (Fleishman et al., 2002), yielding two symmetrical, and apparently stable, conformations. The more stable of the two conformations, involved packing of the helices with Gly668 and Gly672 on consecutive helical turns, invoking the Gly-xxx-Gly sequence motif (Curran and Engelman, 2003), at the inter-helix interface. In the less stable conformation, the interface was composed of Ser656 and Gly660 residues on consecutive turns. Based on these calculations it was suggested that activation of the ErbB2 receptor involves rotation of the helices within the TM domain in switching between these two conformations (Fleishman et al., 2002), in harmony with the proposition of rotation-coupled activation (Jiang and Hunter, 1999).

The aforementioned computations that served as the basis for suggesting a molecular model for rotation-coupled activation of ErbB2 (Fleishman et al., 2002) used a drastically simplified representation of the helices, which comprised solely \( C_n \) atoms forming canonical \( \alpha \)-helices. To test the feasibility of the suggested molecular mechanism in a more realistic context, we used the method presented in this paper starting from the stable conformation involving the Gly668 and Gly672 residues. Two peptides, each of
which corresponds to the TM domain of ErbB2 [LTSIVSAVVGILLVVVLGVVFGIL], were built as canonical \( \alpha \)-helices. They were assembled in a structure that resembled the stable conformation, and side-chains were added to the structure using the SCWRL software (Canutescu et al., 2003). Each atom was assigned a vdW radius according to the CHARMM19 forcefield (Neria et al., 1996), and the conformational space (external and internal dofs) was explored using the RRT procedure, subjected to two opposing constraints on the distance between the helices. The first was self avoidance: vdW clashes between atoms were not allowed beyond 40\% overlap between their radii (i.e. \( K = 60\% \), Section 2.1). An opposing constraint was imposed on the maximal distance between the helices: conformations in which the LJ potential was above a pre-defined cutoff of \(-5\) kcal/mol were excluded. The cutoff value was empirically found to facilitate an efficient exploration of the conformational space. It was the lowest cutoff that yielded motion along the motion pathway of ErbB2. The curve shows the energy of the preferred pathway according to the colony energy function (Section 3.2). Step 0 corresponds to the initial conformation where the helices were packed via the glycine residues in positions 668 and 672, whereas step 156 corresponds to the goal conformation, in which the helices formed little if any contact with one another. We also tried other measures of the helix tightness, namely a radial distance between the helices, and \( \alpha \)-helices. They were symmetry-related throughout all of the simulations. In fact, superimposition of one helix over the other, using a rotation of \( \pi \) radians around the axis of symmetry of the helices’ principal axes\(^2\), gave a mean rmsd of 0.57\( \AA \) (Supplementary Material, Fig. 6). These results encouraged us to impose symmetry on all dofs during the exploration of the conformational space, resulting in a reduction of the number of dofs.

A homodimer, such as the ErbB2 TM domain simulated here, is expected to show some degree of symmetry in its conformations. To verify that our implementation retrieves this tendency towards symmetric conformations, we did not impose symmetry on the helices. Nevertheless, the resulting pathways showed that the two helices were symmetry-related throughout all of the simulations. In fact, superimposition of one helix over the other, using a rotation of \( \pi \) radians around the axis of symmetry of the helices’ principal axes\(^2\), gave a mean rmsd of 0.57\( \AA \) (Supplementary Material, Fig. 6). These results encouraged us to impose symmetry on all dofs during the exploration of the conformational space, resulting in a reduction of the number of dofs.

Starting from the initial conformation of the helices, 10 random trees were generated, each of which contained \(~320\) nodes, i.e. conformations. The conformations were clustered based on the rmsd between the \( \alpha \) carbons, and 29 different clusters were found. The next step was to rank the clusters according to their stability. Two different criteria, the total number of conformations in each cluster and the value of the potential of the goal conformation in each cluster, were used to this end. A cluster that contained 79 conformations was ranked first by the colony function (Section 3.2). Encouragingly, the representative conformation of this cluster corresponded to the less stable conformation suggested by Fleishman et al. (2002). Each of the pathways was assigned a feasibility score as described in Section 3.2, and the pathway that was assigned the best score was presented in the movie (Supplementary Material, Movie 1). The optimal pathway was composed of a sequence of the most stable conformations. This is in analogy to the path of minimum energy in chemical kinetics. Other

\(^2\)For the two axes \( \ell_1 \) and \( \ell_2 \) of the helices, we choose an axis of symmetry, namely a line \( \ell \) such that rotation of \( \pi \) radians around \( \ell \) will align \( \ell_1 \) with \( \ell_2 \). Further details can be found in the Supplementary Material.
characteristics of this pathway are presented in Figures 3 and 4, and representative snapshots from this pathway are provided in Figure 4. It is interesting to note that pathways that were ranked below this one partially overlapped with it.

Figure 3 shows the potential curve of the pathway that was ranked first according to the colony function. The pathway starts from the stable conformation involving the Gly668 and Gly672 residues (Fig. 5A) towards the less stable conformation involving the Ser656 and Gly660 residues (Fig. 5B). The energy is indicative of the stability of the conformation, e.g. in step 60, the pathway leads to the energetically most favorable conformation of packing via the Gly668-xxx-Gly672 motif where the distance between the helices is very small (6.5 Å) and the crossing angle is around 35°. The path ends in a conformation where the helices are packed via the Ser656-xxx-Gly660 motif. This conformation is associated with a less pronounced trough in the curve, where the interaxial distance between the helices is 7.5 Å and the angle is around -45°. Both this and the initial conformation (Fig. 5A) correspond to ridges-into-groves packing between the helices (Chothia et al., 1981) via the Ser-xxx-Gly and Gly-xxx-Gly motifs, respectively. In fact, it is evident from the movie (Supplementary Material, Movie 1) that the helices move subjected to the ridges-into-groves packing and that the stability at each step along the pathway is determined by the steric properties of the residues that mediate the inter-helix contact. For example, the least stable conformation (around Step 120) corresponds to the packing via Val664 residues. As suggested by Fleishman et al. (2002), the bulkiness of this residue interferes with the ridges-into-groves packing and this conformation, which determines the height of the energy barrier between the initial and final conformations in our suggested motion pathway. It is encouraging that the search, which started from a conformation that was in the vicinity of the most stable conformation, yielded both the most stable conformation (step 60) and a less favorable, but stable, conformation (step 156).

In addition, we examined the backward motion from a conformation where the helices are packed via the Ser656-xxx-Gly660 motif towards the conformation in which the helices are packed via the Gly668-xxx-Gly672 motif. The results (Supplementary Material, Movie 2) showed that the motion that was ranked first was very similar (in reverse order) to the original path. It ended in a goal conformation with an rmsd of ~1.4Å from the initial conformation of the original path.

Glycophorin A is a bitopic TM protein that forms stable homo- dimers, and the NMR structure of this protein shows that the two TM helices are packed together via Gly79 and Gly83, similar to the Gly-xxx-Gly motif in one of the conformations suggested for ErbB2 above (MacKenzie et al., 1997). We carried out calculations using the NMR structure as the initial conformation. The calculation, which can be thought of as a negative control experiment, resulted in a few redundant pathways, comprising of native-like conformations (Supplementary Material, Movie 3).

5 DISCUSSION
A new RRT algorithm for the detection of stable conformations in TM proteins and putative pathways between them was presented here. In its pure form, the algorithm is based on geometric considerations, and energetic criteria may be added in a flexible
way. The current implementation is based on the LJ potential [Equation (1)].

It should be noted, however, that the calculated energy is unrealistically large in magnitude (e.g. Fig. 3), which is typical for force fields. Thus, the results should be examined only qualitatively. The reason for the apparent success of the potential of Equation (1) to provide reasonable pathways may be indicative of the significance of vdW interactions in stabilizing the conformations. Alternatively, the success of such a rudimentary potential, that excludes all other components of the inter-protein interactions, as well as the effects of the lipids and membrane structure, may be fortuitous. This issue will be clarified as more examples are investigated.

The calculations are very fast. For example, the 10 trees that were used to investigate the ErbB2 dimer (Section 4) were produced within <4 h on a standard desktop PC, which is significantly faster than typical molecular dynamics simulations of a similar system. The short simulation time and the flexible nature of the algorithm enable testing many aspects of the system, including the effects of changes in the energy function. Given a TM protein of interest, one can conduct a few test runs to converge to a reasonable procedure, as we demonstrated here for the TM domain of the ErbB2 and Glycophorin A homodimers.

In this preliminary work, we have focused on simple systems comprising pairs of α-helices, thus circumventing the complexities of modeling loops that connect pairs of helices. Our method can be generalized to TM proteins with an arbitrary number of helices and possibly also to water-soluble proteins of the α-helix bundle class. The addition of more helices will obviously increase the number of dofs. However, it will also reduce $C_{\text{feasible}}$ owing to self-avoidance effects. $C_{\text{feasible}}$ may be reduced further because many conformations of the helices may be incompatible with the lengths of the loops that connect them (Enosh et al., 2004).
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Summary

Tyrosine kinase receptors of the EGFR family play a significant role in vital cellular processes and in various cancers. EGFR members are unique among kinases, as the regulatory elements of their kinase domains are constitutively ready for catalysis. Nevertheless, the receptors are not constantly active. This apparent paradox has prompted us to seek mechanisms of regulation in EGFR’s cytoplasmic domain that do not involve conformational changes of the kinase domain. Our computational analyses, based on the three-dimensional structure of EGFR’s kinase domain suggest that direct contact between the kinase and a segment from the C-terminal regulatory domains inhibits enzymatic activity. EGFR activation would then involve temporal dissociation of this stable complex, for example, via ligand-induced contact formation between the extracellular domains, leading to the re-orientation of the transmembrane and intracellular domains. The model provides an explanation at the molecular level for the effects of several cancer-causing EGFR mutations.

Introduction

The epidermal growth factor receptor (EGFR) family of receptor tyrosine kinases (RTKs), also known as ErbB or HER, consists of four members, ErbB1, -2, -3, and -4 (Schlessinger, 2000). The receptors, which are activated by some dozen ligands, including EGF and TGFα, play an important role in the control of many fundamental cellular processes (Schlessinger, 2000). Mutations and overexpression of the ErbBs have been implicated in malignant diseases such as carcinoma and glioblastoma and are linked with aggressive disease, resistance to chemotherapy, and poor survival (Dancey, 2004). Accordingly, the ErbBs are attractive targets for anticancer drugs (Cho et al., 2003; Yarden and Sliwkowski, 2001). Structurally, the ErbBs consist of an N-terminal, extra-cellular domain that is connected by a short transmembrane span to a tyrosine kinase domain, which is in turn followed by a C-terminal domain.

In all RTKs, including the ErbBs, the active kinase triggers a wide spectrum of crucial intracellular signaling events (Schlessinger, 2000), and their catalytic activity is encapsulated in multiple layers of regulation (Huse and Kuriyan, 2002). A primary means of regulation in RTKs is ligand binding to the extracellular domain, leading to dimerization or formation of higher-order oligomers of the receptors and enzymatic activation (Schlessinger, 2000, 2003). Similarly, activation of ErbB1, -3, and -4 involves ligand-induced contact formation between the extracellular domains of different members of the ErbB family to form homo- and heterodimers (Schlessinger, 2000). Some studies have shown that, without a ligand, EGFR exists mostly in a monomeric form and that ligands induce its dimerization and activation (Yarden and Schlessinger, 1987). On the other hand, recent studies have demonstrated that while required, dimerization is not sufficient for activation and that in the absence of a ligand, stable, inactive dimers exist in a form in which contact between monomers involves the transmembrane and intracellular domains (Biswas et al., 1985; Gadella and Jovin, 1995; Moriki et al., 2001; Yu et al., 2002). Experimental evidence (Cadena et al., 1994), as well as the computational results presented below, demonstrates that the C-terminal domain plays a role in such contact formation.

In most tyrosine kinases (TKs) excluding the ErbBs, an important means of regulation involves profound structural changes along with transautophosphorylation of the kinase domain (Schlessinger, 2000). In contrast, the ErbB family is unique in that activation is independent of its phosphorylation state (Gotoh et al., 1992). The structure of the apo-EGFR kinase domain demonstrated that its unphosphorylated conformation was, in essence, identical to the phosphorylated conformations of other TKs (Stamos et al., 2002).

Recently, a structure of the kinase domain of the EGFR in complex with the inhibitor GW572016 (Lapatinib) was determined (Wood et al., 2004). This structure shows several differences, including different conformations of the substrate and ATP binding sites (Wood et al., 2004), from either the structure of the apo-EGFR or of EGFR bound to the OSI-774 (Tarceva) inhibitor (Stamos et al., 2002). The authors have suggested that these differences are due to the fact that the conformation seen in the GW572016 bound kinase domain reflects an inactive state that is accessible to the kinase domain under physiological conditions. However, GW572016 is very bulky in comparison to OSI-774. Thus, as the authors indicated, another possibility is that the differences in the structures are due to the inhibitor’s large size, which forces a conformation that is far from native. That the apo-EGFR kinase domain is seemingly in a constitutively active conformation (Stamos et al., 2002) leads to an apparent paradox, since it is well established that ErbBs are not constitutively active (Schlessinger, 2000). Hence, our working hypothesis, as presented in Figure 1, was that ErbBs are regulated by another mechanism intrinsic to the intracellular domain; one that is phosphorylation independent.

The orphan receptor ErbB2 presents an even more intriguing case than other members of the EGFR family because its activation is not only phosphorylation inde-
pendent, but also ligand independent (Cho et al., 2003). The absence of clear regulation of ErbB2 activation prompted us to propose a molecular mechanism for rotation-coupled activation of this receptor (Fleishman et al., 2002). Specifically, the transmembrane domain of an ErbB2 homodimer may occupy one of two stable conformations, corresponding to the active and inactive states of the receptor. The switch between the two conformations, involving a rotation of the transmembrane domain (Jiang and Hunter, 1999), induces the reorientation of the cytoplasmic domains within receptor dimers, thus leading to transautophosphorylation and stimulation of enzymatic activity. In this paper, we shall analyze the implications of this mode of activation on the conformation of the intracellular kinase domain.

The C-terminal domain plays a role in the internalization and degradation of the EGFR (Chang et al., 1995) and in EGFR’s regulation by other molecules (Huse and Kuriyan, 2002). This domain also serves as a docking site for protein modules that bind the phosphotyrosines on the activated receptors (Schlessinger, 2000). In addition to these roles, the importance of the C-terminal domain for proper functioning of the EGFR was previously noted on the basis of studies of viral and other mutant EGFR members (Boerner et al., 2003; Chang et al., 1995; Wedegaertner and Gill, 1992).

Naturally occurring retroviral oncogene variants (v-ErbB) are an extracellular domain-truncated form of the EGFR gene that affects cell growth, motility, and survival (Gamm et al., 1986). These v-ErbB variants share striking homology with mutants of the human EGFR members that have been identified in gliomas and carcinomas (Frederick et al., 2000). Truncation of the extracellular domain is insufficient to manifest the transforming properties of the different v-ErbB variants; these properties are probably related to amino acid replacements, insertions, and deletions in the C-terminal domain (Boerner et al., 2003; Massoglia et al., 1990; Riedel et al., 1987). Variations in the C-terminal domain of ErbB receptors are known to be responsible for the alterations in the transforming potential and type of malignant diseases due to the expression of v-ErbBs in affected cells (Gamm et al., 1986; Pelley et al., 1989; Raines et al., 1988). The increased substrate-phosphorylation capacity of the C-terminally impaired EGFR is not attributed to lesser degradation and internalization, but rather to an enhanced rate of autophosphorylation (Robinson et al., 1992), thus providing direct evidence for a relationship between C-terminal domain impairment and increased catalysis.

Here, we propose a molecular model clarifying some of the ambiguity regarding the role of the C-terminal domain in ErbB regulation. According to the model (Figure 1), contact between the intracellular domains of the EGFR within a dimer leads to receptor inactivation, while ligand-induced contact between the extracellular domains leads to rotation-coupled activation (Fleishman et al., 2002; Jiang and Hunter, 1999; Moriki et al., 2001) by destabilization of the intermonomer contacts in the cytoplasmic domain. According to this scenario, interactions between the intracellular domains regulate activation (Burgess et al., 2003; Chantry, 1995), and the C-terminal domain acts as an inherent negative regulator of the EGFR’s activity. This model offers a molecular mechanism that underlies the tumorigenic activity of EGFR mutants.

Results

Geometric Complementarity between the Kinase and C-Terminal Domains

The crystal structure of the EGFR (Stamos et al., 2002) (PDB entries 1m14 and 1m17) includes the kinase domain (residues 685–957) and a segment from the
Figure 2. Geometric and Electrostatic Complementarity between the Kinase and C-Terminal Domains

(A) A space-filled model of EGFR’s homodimeric complex (Stamos et al., 2002) showing the geometric complementarity within the complex. The kinase domains are colored light purple and yellow, the C-terminal fragments are colored cyan, and the inhibitor is colored purple. The dimer is symmetric, which means that each kinase domain is in contact with both C-terminal fragments, yielding one large and one small interface per monomer. The interactions with the C terminus are identical in both monomers. Figure 2A was made by using MOLSCRIPT (Kraulis, 1991) and Raster3D (Merritt and Bacon, 1997).

(B–D) A projection of the electrostatic potential ($\phi$) onto the molecular surface of the kinase domain and the C-terminal fragment that comprise the complex in (A); $\phi > 10\ kT/e$ is dark blue, $\phi = 0$ is white, and $\phi < -10\ kT/e$ is dark red. Yellow ellipses mark the interfaces between the kinase domains and the C-terminal domain (residues 977–995). The crystal structure reveals six putative dimer forms (Stamos et al., 2002). We focus here on the one with the largest inter-subunit interface. In this complex, the kinase domain was found as a symmetric homodimer (Figure 2A), in which two copies of the fragment of the C-terminal domain mediate contact between the two kinase domains. This dimer is also the only one in which the kinase domains’ N termini are facing in the same direction, in accordance with the physiological requirement that the two domains connect to the membrane bilayer.

We calculated the water-accessible surface area of the kinase domain alone and within the homodimeric complex. Each kinase monomer contacts two C-terminal fragments (Figure 2A). The water-accessible surface areas of these interfaces are 1419 Å$^2$ and 1048 Å$^2$. Thus, the total interface between each monomer of the kinase domain and the C-terminal fragments is 2467 Å$^2$, and the interface within the entire complex is twice as large, constituting a very large interface compared to typical interprotein interfaces (Jones and Thornton, 1996).

Charge Complementarity between the Kinase and C-Terminal Domains

Electrostatic calculations show strong positive potential in the kinase domain at its interface with the C-terminal fragments (Figures 2B and 2D). This potential originates from positively charged residues in both subunits, suggesting that the kinase domains would repel one another in the absence of the C-terminal fragments. Kinase domains from other ErbBs, which were constructed by using homology modeling, displayed similar positive electrostatic potentials in the corresponding regions (data not shown). The C-terminal fragment of all of the ErbBs contained 8–10 acidic and no basic residues (Figure 3). These residues produced a highly negative electrostatic potential (Figure 2C). Thus, the kinase domain and the C-terminal fragments form complementary surfaces in terms of their electrostatic potential. The geometric and charge complementarity (Figures 2B–2D), together with the significant size of the interface (Figure 2A), are indicative of the stability of the complex and suggest that it may be biologically meaningful.

Following the experiments of Chang et al. (1995), discussed below, we simultaneously substituted each of the negatively charged residues 979–982 (DEED, Figure 3) in the C-terminal domain with its polar equivalent, i.e., D→N and E→Q. The mutated C-terminal fragment is much less negatively charged than the native fragment (Figure 4B), and this difference in charge obstructs its electrostatic complementarity with the kinase domain and presumably destabilizes the complex. We further mutated the same positions to four positively charged lysine residues (Figure 4C). Electrostatic analysis of the mutated C-terminal fragment displayed a positive potential at the N-terminal region of the fragment, which would lead to its electrostatic repulsion from the kinase domain. To test whether the charge complementarity is
Figure 4. Electrostatic Analysis of Reported and Novel Mutations in the EGFR C-Terminal Fragment

A projection of the electrostatic potential ($\phi$) onto the molecular surface of the C-terminal fragment; the color coding is as in Figures 2B–2D.

(A) The C-terminal fragment of the native EGFR, in the same orientation as in Figure 2C (central image), rotated 90° to the right (right image) or left (left image). The location of selected residues is marked.

(B) The C-terminal fragment, in the same orientations as in (A), in which the negatively charged residues in the 979–982 positions (DEED) were mutated to their polar equivalent (NQQN).

(C) The C-terminal fragment, in the same orientations as in (A), in which the same positions were mutated to positively charged lysine residues.

unique to ErbBs among TKs, we examined the electrostatic potentials of a few TKs of known structures as described in the Supplemental Data (available with this article online; Electrostatic calculations). These domains, which were derived from remotely related proteins, display diverse electrostatic characteristics. In particular, they do not share EGFR’s strong positive electrostatic potential at the interface with the C-terminal fragments (data not shown), suggesting that such electrostatic interactions between the kinase and the C-terminal domains are specific to the ErbBs.

A Network of Ion Pairs and Hydrogen Bonds at the Interface

Our analysis demonstrated that a network of salt bridges and hydrogen bonds connects the two adjacent kinase domains through the C-terminal fragments (Figure 5B). We identified four charged residues within this network that are involved in several interactions with neighboring residues and are buried at the interface of the EGFR complex. Of these residues, two are positively charged (Lys822 and Lys828 on the kinase domain) and two are negatively charged (Asp988 and Asp990 on the C-terminal fragment) (Figure 5B).

Polar networks, such as the one observed in the EGFR interface (Figure 5B), significantly increase the stability of complexes and contribute to the binding specificity (Sheinerman et al., 2000). Therefore, mutations of charged positions in the network would alter the stability of the complex (Serrano et al., 1990). An even larger effect would be obtained by mutating them in pairs. For example, mutating Lys822 and Lys828 to aspartates or Asp988 and Asp990 to lysines altered the electrostatic surface of the kinase domain and the C-terminal fragment, respectively (Figure 6). Such mutations would impinge on the formation of the EGFR complex and kinase activation.

The importance of the network for the stability of the complex is highlighted by the fact that mutations of charged positions in the network would alter the stability of the complex (Serrano et al., 1990). An even larger effect would be obtained by mutating them in pairs. For example, mutating Lys822 and Lys828 to aspartates or Asp988 and Asp990 to lysines altered the electrostatic surface of the kinase domain and the C-terminal fragment, respectively (Figure 6). Such mutations would impinge on the formation of the EGFR complex and kinase activation.
Regulation of the Catalytic Activity of the EGFR

The reorientation of the transmembrane domains (Fleishman et al., 2002; Jiang and Hunter, 1999; Moriki et al., 2001) and, subsequently, to rearrangements in the cytoplasmic domains (Figure 1). Any reorganization of the cytoplasmic complex, followed by a change in the position of the negatively charged C-terminal fragment, would lead to electrostatic repulsion between the two positively charged kinase monomers (Figure 2). Hence, this model of conformational changes during receptor activation may constitute a hitherto unknown mode of regulation.

Strong reinforcement of this model of regulation is provided by data on the EGFR analog c-ErbB (Chang et al., 1995). Deletions of a C-terminal fragment of this receptor (corresponding to residues 966–1006 of the EGFR) lead to higher autokinase activity compared to normal c-ErbB and transforming ability in vitro and in vivo. Moreover, a mutant in which the four consecutive acidic residues EEED were replaced by the polar segment QQQN showed higher autokinase activity and a partial transformation phenotype. Since the two mutants and normal receptors have similar rates of degradation, the higher transforming ability of the mutants could not be attributed to a longer half-life of the mutant receptor (Chang et al., 1995). These data are consistent with our results. The four acidic residues, which correspond to the DEED segment (Asp979–Asp982) in the EGFR, are located on the C-terminal fragment (Figure 3) that forms contact with the kinase domain. Our analysis showed that these positions contribute significantly to the negative electrostatic potential of the fragment (Figure 2), and their substitution with polar residues reduces the complementarity between the kinase and C-terminal domains (Figure 4B), presumably destabilizing the inactive complex.

Internal deletions of segments in the C-terminal domain of the EGFR have also been detected in naturally occurring EGFR mutants, which display tumorigenic properties. For example, an internal deletion of residues 959–1030 has been detected in EGFRs sequenced from human glioblastomas (Boerner et al., 2003; Chang et al., 1995; Frederick et al., 2000). Some viral ErBs contain an in-frame deletion of 139 residues within the intracellular region, immediately following the kinase domain (Boerner et al., 2003; Chang et al., 1995; Frederick et al., 2000). This region contains the C-terminal fragment contacting the kinase domain according to the X-ray structure (Stamos et al., 2002). Our model suggests that the internal deletions in the C-terminal domain yield constitutively active forms of EGFR by means of destabilization of the inactive complex.

Evolutionary Conservation Analysis

The kinase domain of ErbB3 has no catalytic activity, yet it dimerizes with other members of the ErbB family to produce heterodimers with highly efficient catalytic activity (Schlessinger, 2000). These distinct features are manifested in the evolutionary-conservation analysis. ErbB3’s kinase domain displays variations in the catalytic site in comparison to other members of the ErbB family, thus rendering it inactive. However, the interface between the kinase domain and the C-terminal fragment
is highly conserved within the ErbBs and their orthologs, including ErbB3. As a reference, an analysis of 121 kinase domains from various TKs showed that the catalytic site, including the ATP and substrate binding loop, was highly conserved, whereas the interface between the kinase domain and the C-terminal fragment was highly variable (data not shown).

Overall, the conservation analysis provides further support for the suggestion that the dimeric complex observed in the crystal structure is not common to all the TKs. However, the contact area between the kinase and C-terminal domains in this complex is common to the ErbBs, which thus maintain the ability to produce homo- and heterodimers through the same interface.

A Network of Correlated Amino Acid Substitutions between Regulatory Elements

By and large, all TKs carry out the same catalytic process. Thus, key residues in the kinase domain, which are responsible for catalysis of phosphotransfer, are under strong evolutionary constraint, as mentioned above. However, in order for the kinases to be involved in numerous and distinct signal transduction pathways, each kinase family exhibits variations in its amino acid sequence that are necessary for the modification of the mode of regulation. Since multiple positions are involved in determining these traits, these sequence variations should occur concomitantly in relevant regulatory elements. In other words, during evolution, substitutions of one residue in regulatory elements may be compensated by a concurrent change in another residue, in order to maintain the structural or functional relationship between these positions (Fleishman et al., 2004b).

In order to look for particular positions that could play a role in regulation, we analyzed the set of 121 multiply aligned TKs of diverse families in search of pairs of amino acid positions that might be evolutionarily correlated (Fleishman et al., 2004b). The analysis revealed 152 pairs of correlated residues, among which we identified a network of 14 highly intercorrelated positions (Figure 7A and Table 1).

The kinase domain includes several regulatory elements, such as the αC helix and activation loop, which play a role in allosteric regulation and are responsible for conformational changes. These elements function together to control activation, i.e., their movements are concurrent and their conformations are mutually dependent (Huse and Kuriyan, 2002). Our analysis showed pairs of evolutionarily correlated positions in these known regulatory elements. For example, Ala743, which is located on the αC helix, is correlated with Gly849 of the activation loop (Figure 7A).

The LVI segment (residues 955–957) of EGFR and its equivalent segments in other ErbBs are necessary for ligand-independent dimerization of the EGFR intracellular domains and for transphosphorylation in ErbB2 and ErbB3 heterodimers through allosteric regulation (Stamos et al., 2002). Leu955 in this LVI segment is correlated with Tyr740, which is located on the αC helix (Figure 7A). The association of the αC helix with a known dimerization motif exemplifies interdomain relationships between regulatory elements in the ErbBs. Both of these domains are important for regulation (Huse and Kuriyan, 2002; Stamos et al., 2002); for example, mutations in Leu955 or Tyr740 severely impaired the kinase activity of the EGFR (Stamos et al., 2002; Walker et al., 1998). Based on these results, we concluded that this net-
work of correlations identified amino acids playing a role in regulation. Interestingly, the same cluster also displays correlations between residues mediating contact between the kinase and C-terminal domains. Tyr954 is located on the kinase domain and contacts the C-terminal fragment. This residue is in close proximity to, and is highly correlated with, residues Asp985 and Val987 of the C-terminal fragment (Figure 7A). Taken together, these correlations consolidate our hypothesis that the contact between the kinase and C-terminal domains is biologically meaningful.

The same cluster of 14 highly intercorrelated positions also includes correlations between positions at the interface of the kinase domain and the C-terminal fragment and known regulatory elements. For instance, Tyr954 located on the interface is correlated with Gly849 of the activation loop, with Leu955 of the LVI segment, and with Tyr740 of the αC helix (Figure 7A). This network of correlations suggests that this interface is also involved in regulation.

Val987 of the C-terminal fragment is correlated with Ala743, which is located on the αC helix (Figure 7A). In this context, it is important to note that the C-terminal domain is a vital modulator of TKs’ activity (Jorissen et al., 2003; Schlessinger, 2000), as was elaborated above. For example, structure determination and mutagenesis experiments have shown that the kinase domains of the insulin, the Tie2, and the platelet-derived growth factor β receptor (PDGFR) TKs are autoinhibited by their C-terminal domains through direct contacts with the kinase domain (Chiara et al., 2004; Noelle et al., 2000; Shewchuk et al., 2000). Accordingly, evolutionary correlation between the kinase and C-terminal domains is expected to be general. The mechanism by which direct contacts control activation may vary between the kinases and could not be inferred from the evolutionary-correlation analysis. We anticipate that in the ErbBS, the direct contact between the kinase and C-terminal domains regulates catalysis by the formation of the inactive dimer shown in Figure 2A.

Specificity Determinants in Regulatory Regions
Although TKs share an identical catalytic mechanism, each kinase family is regulated by various means, responds to different ligands, and activates diverse substrates. It is anticipated that certain positions would be responsible for these different traits, and would be reflected in their patterns of substitution (Fleishman et al., 2004a). Due to such differences in functions, these positions are not expected to be strictly conserved in evolution. Rather, they should be conserved among kinases of similar functions in different species (orthologs), and would differ in paralogs. Substitutions involving these residues are presumably responsible for certain alterations in the functions of the various families of the TK superfamily.

We have identified some of these specificity-determining amino acid positions in a set of 121 multiply aligned TKs. The main specificity-determining residues are presented in Figure 7B, and their locations are indicated in Table 2. The list includes residues from the known regulatory regions, as well as residues that connect the kinase and the C-terminal domains and participate in the polar network across the interface (Figure 5B).

Discussion
ErbB proteins are regulated will most probably have to await the emergence of a structure of the full-length receptor in oligomeric complexes. The structures of parts of the kinase and the extracellular domains available today only provide a fragmentary view of the regulatory ele-
ments in the structure. In Figure 1, we suggest a model for such regulation in the ErbB family; this model is based on the available structures and is supported by a large body of biochemical and physiological data.

The role of the C-terminal domain as a modulator of kinase activity has been discussed extensively (Cadena et al., 1994; Jorissen et al., 2003), especially in the v-ErbB products (Boerner et al., 2003). Our results offer a model of the molecular mechanism for this modulation (Figure 1).

In the inactive state (Figure 1, left), the EGFR extracellular domains assume a tethered structure (Ferguson et al., 2003) that hinders contact formation between the two subunits (Burgess et al., 2003). In this conformation, the extracellular domains are connected to the transmembrane helices in their inactive state (Fleishman et al., 2002), thereby maintaining the intracellular domains as a stable, inactive dimer (Figure 2A). In this state, the C-terminal domain is in contact with the kinase domain and is inaccessible to downstream substrates (Cadena et al., 1994). Ligand-induced activation of the EGFR (Figure 1, right) leads to conformational changes in the extracellular domains, allowing contact formation between the two subunits (Ogiso et al., 2002), followed by a rotation of the transmembrane helices toward their active state (Fleishman et al., 2002; Jiang and Hunter, 1999; Moriki et al., 2001). This switch in the orientation of the transmembrane helices leads to the destabilization of the inactive intracellular dimer. The C-terminal domain detaches from the kinase domain and may undergo phosphorylation, making the kinase accessible to its substrates (Moriki et al., 2001).

The structure of the GW572016 bound EGFR comprises the kinase domain and part of the C-terminal domain that is packed along the kinase domain. In this structure, the C-terminal domain partly blocks the ATP binding site (Wood et al., 2004), as in the inactive forms of the myosin light chain kinase of the Ser/Thr kinase family (Huse and Kuriyan, 2000; Wood and Kuriyan, 2002) and the Tie2 RTK (Shewchuk et al., 2000). That the GW572016 bound EGFR structure shows an inactive conformation that is not primed for catalysis suggests that activation of the EGFR involves conformational changes within the kinase domain, in contrast to the view that the kinase domain is constitutively ready for phosphotransfer (Stamos et al., 2002). We note, however, that the new structure suggests an important role for the C-terminal domain in stabilizing an inactive conformation of the kinase domain (Wood et al., 2004); this finding is in harmony with the model of activation suggested here.

The proposed molecular model may explain the un-

Table 2. Specificity Determinants in the TK Family

<table>
<thead>
<tr>
<th>Position</th>
<th>Correlation Coefficients</th>
<th>Location and Putative Functional Role in the EGFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lys715</td>
<td>0.23 (0.11, 0.36)</td>
<td>Located on the kinase at the large interface with the C-terminal fragment; participates in the polar network across the interface (Figure 5).</td>
</tr>
<tr>
<td>Pro770</td>
<td>0.24 (0.07, 0.39)</td>
<td>Located on the kinase at the large interface with the C-terminal fragment.</td>
</tr>
<tr>
<td>Val795</td>
<td>0.29 (0.17, 0.40)</td>
<td>Located on the kinase at the small interface with the C-terminal fragment.</td>
</tr>
<tr>
<td>Ile942</td>
<td>0.24 (0.13, 0.36)</td>
<td>Located on the kinase at the small interface with the C-terminal fragment.</td>
</tr>
<tr>
<td>Lys799</td>
<td>0.24 (0.10, 0.36)</td>
<td>Located on the kinase at the small interface with the C-terminal fragment; participates in the polar network across the interface (Figure 5).</td>
</tr>
<tr>
<td>Glu734</td>
<td>0.27 (0.12, 0.42)</td>
<td>Located on the α-C helix of the kinase domain; involved in regulation.</td>
</tr>
<tr>
<td>Ala743</td>
<td>0.29 (0.14, 0.42)</td>
<td>Located on the α-C helix of the kinase domain; involved in regulation.</td>
</tr>
<tr>
<td>Arg808</td>
<td>0.23 (0.12, 0.35)</td>
<td>Located on the kinase domain, close to the activation loop. Involved in hydrogen bonds that stabilize the activation loop (Stamos et al., 2002).</td>
</tr>
<tr>
<td>Arg886</td>
<td>0.26 (0.10, 0.41)</td>
<td>Located on the kinase domain, close to the activation loop. Involved in hydrogen bonds that stabilize the activation loop (Stamos et al., 2002).</td>
</tr>
<tr>
<td>Gly849</td>
<td>0.28 (0.18, 0.37)</td>
<td>Located on the activation loop of the kinase domain; involved in regulation.</td>
</tr>
<tr>
<td>Leu955</td>
<td>0.29 (0.13, 0.42)</td>
<td>A part of the “LVI motif”. Important for dimerization of the kinases.</td>
</tr>
<tr>
<td>Val956</td>
<td>0.29 (0.17, 0.42)</td>
<td>A part of the “LVI motif”. Important for dimerization of the kinases.</td>
</tr>
<tr>
<td>Ile957</td>
<td>0.25 (0.08, 0.39)</td>
<td>A part of the “LVI motif”. Important for dimerization of the kinases.</td>
</tr>
<tr>
<td>His964</td>
<td>0.29 (0.15, 0.43)</td>
<td>A putative negative regulator of EGFR’s activity; located on the C-terminal domain.</td>
</tr>
<tr>
<td>Leu965</td>
<td>0.24 (0.10, 0.39)</td>
<td>A putative negative regulator of EGFR’s activity; located on the C-terminal domain.</td>
</tr>
<tr>
<td>Ser967</td>
<td>0.23 (0.10, 0.35)</td>
<td>A putative negative regulator of EGFR’s activity; located on the C-terminal domain.</td>
</tr>
<tr>
<td>Pro968</td>
<td>0.26 (0.13, 0.40)</td>
<td>A putative negative regulator of EGFR’s activity; located on the C-terminal domain.</td>
</tr>
<tr>
<td>Ser971</td>
<td>0.27 (0.13, 0.38)</td>
<td>A putative negative regulator of EGFR’s activity; located on the C-terminal domain.</td>
</tr>
<tr>
<td>Tyr974</td>
<td>0.30 (0.16, 0.43)</td>
<td>A putative negative regulator of EGFR’s activity; located on the C-terminal domain.</td>
</tr>
<tr>
<td>Asp984</td>
<td>0.31 (0.19, 0.44)</td>
<td>A putative negative regulator of EGFR’s activity; located on the C-terminal fragment; participates in the polar network across the interface (Figure 5).</td>
</tr>
<tr>
<td>Ala989</td>
<td>0.25 (0.13, 0.38)</td>
<td>A putative negative regulator of EGFR’s activity; located on the C-terminal fragment; participates in the polar network across the interface (Figure 5).</td>
</tr>
<tr>
<td>Glu991</td>
<td>0.25 (0.11, 0.41)</td>
<td>A putative negative regulator of EGFR’s activity; located on the C-terminal fragment; participates in the polar network across the interface (Figure 5).</td>
</tr>
<tr>
<td>Leu993</td>
<td>0.29 (0.17, 0.41)</td>
<td>A putative negative regulator of EGFR’s activity; located on the C-terminal fragment; participates in the polar network across the interface (Figure 5).</td>
</tr>
<tr>
<td>Tyr992</td>
<td>0.24 (0.11, 0.38)</td>
<td>An autophosphorylation site, located on the C-terminal fragment; participates in the polar network across the interface (Figure 5).</td>
</tr>
</tbody>
</table>

A list of 24 out of 47 residues that were identified as specificity determinants (Fleishman et al., 2004a). The location of each residue in the EGFR sequence and its functional role are indicated. The trimmed means in the 95% confidence interval of correlations (r), which were calculated from 400 bootstrapping samples, are indicated, and the 95% confidence interval is shown in parentheses (see the Supplemental Data). In addition to the residues presented above, the list of specificity determinant includes the following residues: V750, Q763, L775, E780, G781, V783, V821, Q825, T830, S888, K889, I899, S901, I902, P910, K925, S933, D950, Q952, Q958, G959, D960, and E961. Their putative roles remain to be tested experimentally.
derlying molecular causes of malignancy mediated by EGFRs that contain mutations in their C-terminal domain. According to the model, the transforming properties of these mutations (Boerner et al., 2003; Chang et al., 1995; Frederick et al., 2000) are due to destabilization of the inactive EGFR.

All TKs catalyze the same reaction, which is the transfer of the γ-phosphate of ATP to the hydroxyl group of tyrosine. Indeed, the active conformation of the kinase domain of most TKs is nearly identical. In contrast to the uniform active conformation, TKs differ from each other in their inactive conformations (Huse and Kuriyan, 2002). In some RTKs, as in the PDGFR family, the juxtamembrane domain serves to block the active conformation. Autophosphorylation of tyrosine residues in highly conserved juxtamembrane motifs, specific to each family, relieves autoinhibition (Griffith et al., 2004). In the case of the EGFR family, inhibition by the juxtamembrane domain is less likely, since there are no tyrosine residues in the juxtamembrane segment that can be phosphorylated.

Various regulatory mechanisms could play an important role in ensuring the signaling specificity in the TK superfamily. Accordingly, we suggest that certain amino acid substitutions in regulatory elements were sustained during evolution, leading to alterations in the regulatory mechanisms. This hypothesis is supported by the analysis of specificity determinants (Figure 7B). In the vast majority of the TKs, kinase activity is regulated through a change in the conformation of the activation loop and αC helix. Nevertheless, these regulatory regions undergo different conformational changes in different isoforms, and their inactive conformations are stabilized by fastidious means specific to each kinase family (Huse and Kuriyan, 2002). The ErbBs are further exceptional among TKs, in that the activation loop and αC helix are constitutively stable in the active conformation (Stamos et al., 2002). Our analysis of correlated mutations (Figure 7A) suggests that in order to complement the role of these known regulatory elements in maintaining an active conformation, other residues in ErbBs have evolved to keep the enzyme dormant, as in the “inactive” complex shown in Figure 2A.

We propose that members of the EGFR family utilize the unique regulatory mechanism that is presented in Figure 1. These receptors contain a long C-terminal domain that is involved in signal transmission inside the cell and is also an inherent regulator of kinase activity (Chang et al., 1995). Our results suggest that the complex between the kinase and C-terminal domains of Figure 2A is stable and biologically significant, as indicated by the large intersubunit interface, the electrostatic and geometric complementarity between the C-terminal segments and the kinases (Figures 2B–2D and 5), as well as the evolutionary correlation between specified amino acid sites (Figure 7A). This complex appears to correspond to the basal, inactive form of the receptor, as delineated above and in accordance with previous experimental data (Boerner et al., 2003; Chang et al., 1995). Although our computational analysis and the experimental data support the presence of an inactive dimer (Yu et al., 2002) and the necessity of contact between the kinase and C-terminal domains (Chang et al., 1995), the biological relevance of the crystal dimer has yet to be determined. The importance of the interface between the kinase domain and the C-terminal fragment for the regulation of EGFR activity can be tested experimentally, as delineated in the section entitled “A Network of Ion Pairs and Hydrogen Bonds at the Interface.”

Our model of EGFR’s regulation (Figure 1) and its relevance to cancer could be further tested by examining the properties of a short peptide analog to the C-terminal fragment. Such a peptide may have a regulatory effect on EGFR activation. For instance, in tumorigenic cells, the short peptide may associate with the kinase domain instead of the truncated C-terminal domain. This would stabilize the inactive configuration and thereby thwart the constitutive activation of the mutant receptor. Interestingly, a similar approach was applied successfully in a recent study on the PDGFR, which is also selfinhibited by direct contact with its C-terminal domain (Chiara et al., 2004). In this work, the authors showed that a soluble peptide, corresponding to the inhibitory fragment in the PDGFR C-terminal domain, delayed the activation of the receptor and inhibited the enhanced kinase activity of a C-terminal truncated PDGFR. Hence, the small peptide mimicked the role of the C-terminal fragment in regulating kinase activity (Chiara et al., 2004). It will be interesting to examine the therapeutic properties of such a peptide in the case of the EGFR.

Experimental Procedures

Biophysical and Structural Analysis

Electrostatic, solvent-accessible surface area calculations and homology modeling were carried out as described in the Supplemental Data.

Collection of Sequence Homologs and Their Alignment

A multiple-sequence alignment (MSA) of homologous kinase domains was produced by combining multiple-structure and sequence alignments to obtain high-quality alignments as described by Al-Lazikani et al. (2001) and in the Supplemental Data. This resulted in an MSA of 121 homologous sequences comprising the kinase domain and about 50 positions C-terminal to it (corresponding to positions 683–998 of the EGFR). The MSA is shown in Supplemental Figure S1 in the Supplemental Data.

Evolutionary Conservation

Evolutionary conservation scores were calculated using the MSA and Rate4Site’s maximum-likelihood algorithm (Pupko et al., 2002), as implemented in the ConSurf web server (Glaser et al., 2003) (http://consurf.tau.ac.il/).

Correlated Amino Acid Substitutions

Pairs of amino acids that appear to change concomitantly during evolution within the TKs were detected by using the MSA and the CorrMut algorithm (Fleishman et al., 2004b). The methodological details are provided as Supplemental Data.

Specificity Determinants

Residues in the TK superfamily, which may be responsible for determining specific characteristics in different kinase families, were detected by using the MSA and the SpecDet algorithm (Fleishman et al., 2004a). A description of the algorithm is provided as Supplemental Data.

Supplemental Data

Supplemental Data including analysis of the electrostatic potential of representative TKs of known structure; solvent-accessible surface area calculations and homology modeling of selected TKs;
the MSA of the TK family; methodological details of the correlated mutations analysis; and a description of the algorithm used for detecting the specificity-determining residues are available at http://www.structure.org/cgi/content/full/12/12/2265/DC1/.
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ABSTRACT The transmembrane (TM) domains of many integral membrane proteins are composed of α-helix bundles. Structure determination at high resolution (<4 Å) of TM domains is still exceedingly difficult experimentally. Hence, some TM-protein structures have only been solved at intermediate (5–10 Å) or low (>10 Å) resolutions using, for example, cryo-electron microscopy (cryo-EM). These structures reveal the packing arrangement of the TM domain, but cannot be used to determine the positions of individual amino acids. The observation that typically, the lipid-exposed faces of TM proteins are evolutionarily more variable and less charged than their core provides a simple rule for orienting their constituent helices. Based on this rule, we developed score functions and automated methods for orienting TM helices, for which locations and tilt angles have been determined using, e.g., cryo-EM data. The method was parameterized with the aim of retrieving the native structure of bacteriorhodopsin among near- and far-from-native templates. It was then tested on proteins that differ from bacteriorhodopsin in their sequences, architectures, and functions, such as the acetylcholine receptor and rhodopsin. The predicted structures were within 1.5–3.5 Å from the native state in all cases. We conclude that the computational method can be used in conjunction with cryo-EM data to obtain approximate model structures of TM domains of proteins for which a sufficiently heterogeneous set of homologs is available. We also show that in those proteins in which relatively short loops connect neighboring helices, the scoring functions can discriminate between near- and far-from-native conformations even without the constraints imposed on helix locations and tilt angles that are derived from cryo-EM.

INTRODUCTION

TM proteins are crucial mediators of cell-to-cell signaling and transport processes, and constitute some 50% of contemporary drug targets (Fleming, 2000). In recent years the pace of structural determination of TM proteins has increased, but technical problems related to protein purification and crystallization still hamper TM-protein structure determination. Thus, despite their biomedical importance, <40 distinct folds of TM proteins have been solved to date by high-resolution methods such as x-ray crystallography. The lack of a large set of solved TM proteins also restricts the usefulness of computational methods based on the statistics of solved protein structures, and in particular, of comparative or homology modeling, which has been a very successful approach in soluble proteins.

In general, computational prediction of soluble-protein structures is difficult, largely because of the variety of possible folds, which implies a vast number of degrees of freedom. In contrast, all TM proteins that inhabit the plasma membrane of eukaryotic cells form α-helix bundles, thus reducing the desolvation penalty of exposing polar main-chain groups. The high propensity to form secondary structures reduces the number of degrees of freedom, which determine the protein’s fold, and hence, lowers the complexity of predicting the structures of these proteins.

Structure prediction of TM proteins often relies conceptually on the two-stage model for protein assembly in the membrane (Popot and Engelman, 1990). According to this model, the first step of folding is the insertion of the TM domains into the membrane as α-helices. Only in the second stage do these helices associate to form bundles (reviewed by White and Wimley, 1999 and Popot and Engelman, 2000). One of the implications of the two-stage model is that, overall, the stability of individual TM domains is independent of that of other domains. Hence, prediction of TM-protein structures can begin with experimental determination (or prediction, reviewed by von Heijne, 1996 and Chen et al., 2002) of the locations of the TM helices in the amino-acid sequence of the protein.

Some early attempts were made to predict helix orientations relative to one another by using the concept of the hydrophobic moment (Eisenberg et al., 1984; Rees et al., 1989). However, in view of the low-dielectric character of the membrane, the hydrophobic driving force is probably less dominant in this medium than in soluble proteins, and the hydrophobic moment proved to be of limited use in TM-protein structure prediction (Pilpel et al., 1999; Stevens and Arkin, 1999).

Attempts were also made to predict the structures of specific TM proteins or protein families (Tuffery and Lavery, 1993; Stokes et al., 1994; Taylor et al., 1994;
Molecular representations were generated with MOLSCRIPT (Kraulis, 1991) and rendered with Raster3D (Merritt and Bacon, 1997). For high-resolution structure prediction of pairs of TM α-helices, a method that was based on molecular dynamics was developed, in which data derived from large-scale mutational assays were utilized to derive constraints for the conformation search (Adams et al., 1995). Extensions to this method were suggested, which used phylogenetic instead of mutational data (Briggs et al., 2001) and lowered the computational load associated with the conformation search (Pappu et al., 1999). Recently, a method based on Monte-Carlo sampling of conformations, which selects tightly packed conformations, was shown to reproduce the structures of homooligomers (Kim et al., 2003). Another method that was founded on a knowledge-based potential constructed on the basis of TM proteins of known structures and energy terms that simulate the membrane environment was also shown to retrieve the conformations of small homooligomers (Pellegrini-Calace et al., 2003).

A major limitation of many of the methods in this class is the large computational load. In fact, computational complexity has restricted the applicability of these methods mostly to the cases of homooligomers of single-spanning TM proteins. A more fundamental handicap is the reliance of many of these methods on contemporary force fields. Recent results indicate that the forces specifying and stabilizing TM-helix interactions are still unclear (Bowie, 2000), casting doubt on the ability of methods based on existing force fields to yield accurate predictions.

We recently examined the possibility of reducing the computational burden by using low resolution from the outset (Fleishman and Ben-Tal, 2002), i.e., by considering only the helices’ Cα traces. We developed a scoring function and a search methodology to seek stable conformations of pairs of closely packed TM helices. The use of a reduced representation of the helices allowed us to conduct an exhaustive search of conformation space, and to test the method systematically on many different examples. This approach proved useful in studying the involvement of the TM domain in the activation of the erbB2 receptor tyrosine kinase (Fleishman et al., 2002). However, it could only be applied reliably to helix pairs that are closely packed (<9 Å separation between the helix axes) (Fleishman and Ben-Tal, 2002). Because many of the helices in TM proteins have greater interhelical separations (Bowie, 1997), in general, this method cannot be used to predict entire protein domains.

Here, we explored whether such an approach can be extended to deal with large TM domains by incorporating the evolutionary-conservation profile of the protein and the hydrophobicity of its constituent amino-acid residues. The underlying idea is that amino-acid positions that mediate interhelical contacts would be more evolutionarily conserved than those that face the lipid (Donnelly et al., 1993; Stevens and Arkin, 2001; Beuming and Weinstein, 2004), because mutation of positions that form contact would most likely destabilize the protein, and render it dysfunctional (Fig. 1). Hydrophobicity can be used to discard potential conformations that expose charged positions (e.g., Arg and Glu) to the membrane environment (Cronet et al., 1993) due to the prohibitive cost in desolvation of their highly polar side chains (Honig and Hubbell, 1984).

To reduce the computational burden associated with conformational searches of large TM domains, the targets for our approach are those proteins for which intermediate-resolution (5–10 Å in-plane) structural data are available, e.g., from cryo-EM (Unger, 2001). At such resolution, cryo-EM maps reveal the organization of TM helices relative to one another including the helices’ positions and tilt angles, but do not disclose the locations of the individual amino acids. Based on the cryo-EM data, it is possible to approximate the helices’ principal axes either manually (Baldwin et al., 1997; Fleishman et al., 2004) or computationally (Jiang et al., 2001). Then, the conformational search

---

**FIGURE 1** The conservation profile of the TM domain of rhodopsin (PDB code 1l9h). Conservation scores were computed using the ConSurf server with the Rate4Site algorithm (Pupko et al., 2002), and are mapped according to the color scale with turquoise signifying variable through conserved positions. (A) Two side views looking from within the membrane plane. The space-filling models show that the lipid-facing parts of the protein are mostly variable. (B) Looking from the cytoplasmic side. Stick models of residues that belong to the two highest categories of the conservation scale (8 and 9) are indicated. The vast majority of these highly conserved residues face the protein interior. The arrows identify the highly conserved Trp-161, which is exceptional in that it is exposed to the membrane despite its high conservation. This and all other molecular representations were generated with MOLSCRIPT (Kraulis, 1991) and rendered with Raster3D (Merritt and Bacon, 1997).
need only explore the orientations of the helices around their principal axes.

Intermediate-resolution cryo-EM maps of TM proteins often provide accurate data on the lateral positions of the helices and their tilt angles within the lipid bilayer, but much poorer data on the positions of the helices along the vertical axis (Unger and Schertler, 1995; Unger et al., 1999). In this study, we limited the methods’ validation to the hydrophobic portion of each of the TM helices. As these segments are most likely to align with one another within the hydrophobic core of the lipid bilayer, the inaccuracy due to the low vertical resolution of cryo-EM data does not present a significant problem. In a refinement stage of the conformational search, limited exploration of all degrees of freedom, including the vertical axis, was conducted.

Baldwin et al. (1997) used a similar approach to predict the orientations of helices in rhodopsin based on the receptor’s cryo-EM map at 9 Å in-plane resolution (Unger et al., 1997). This prediction was shown (Bourne and Meng, 2000) to compare very well with the high-resolution structure, which was solved a few years later (Palczewski et al., 2000). However, Baldwin et al.’s conservation analysis was highly labor intensive and required substantial subjective intervention at various stages (Baldwin et al., 1997), making it difficult to apply to a large set of proteins. As conservation analyses have grown in rigor and sophistication in recent years, we have employed automatic and more sensitive tools, to construct score functions for ranking conformations of TM proteins. This has allowed us to test various formulations of the prediction rule and search methodology on a variety of TM proteins. The tests were based on perturbations of the native-state structures as they are found in the PDB, except in the case of rhodopsin, in which they were conducted using data extracted (Baldwin et al., 1997) from its cryo-EM map at 9-Å resolution (Unger et al., 1997).

Our analysis leads us to conclude that an approach based on evolutionary conservation, hydrophobicity, and intermediate-resolution structures can retrieve near-native structures subject to two principal requirements. First, the cryo-EM map must show that all helices have a face that is buried in the protein bundle and another that is exposed to the membrane milieu or the pore lumen. This requirement is necessary because it is only the heterogeneity of environments that allows the correct orientation of the helices. Second, evolutionarily conserved and variable residues must be distributed in the TM domain in accordance with a helical pattern (Fig. 1). This distribution ensures that a clearly higher score is assigned to an orientation, in which conserved residues face the interior of the helix bundle, whereas the variable residues are directed toward the lipid. Hence, a typical case in which this approach is expected to yield a near-native structure is a protein or an oligomer, where all helices face the lipid environment or a relatively large internal pore, and a sufficiently heterogeneous set of sequences are available.

**Score functions**

In developing the conformation-search methodology and the score functions, we initially used the structure of bacteriorhodopsin for parameterization (Luecke et al., 1998). That is, various formulations of the scoring function were attempted with the aim of detecting the native structure among competing templates. For instance, formulations that gave a more dominant effect to hydrophobicity were found to do more poorly than the formulation that is given below, which stresses conservation, in agreement with the notion that the hydrophobic moment is a relatively poor indicator of helix orientations (Pilpel et al., 1999; Stevens and Arkin, 1999).

The so-called burial function, which we first introduced in Fleishman and Ben-Tal (2002), is a major component of the scoring schemes defined here. It is an estimate of the extent of an amino acid’s contact with another helix. Because the model describes amino acids merely in terms of C-terminal positions, only an approximate measure of contact can be attained. To achieve this approximation, the function considers the distance between an amino acid’s C-term position and the other helix’s principal axis. It also considers the angle formed between two vectors: one that connects the two helix axes, and a second that connects the C-term position to its own axis (Fleishman and Ben-Tal, 2002). If both the angle and the distance are small, the burial function is assigned relatively high values (→1). Low values (→0) are assigned otherwise.

This burial function takes into account the details of the local interactions of the helices. The alternative use of a moment to account for hydrophobicity or conservation treats all helices as being perpendicular to the membrane plane (e.g., Eisenberg et al., 1982; Pilpel et al., 1999), thus giving a particular helix face the same weight in computing the optimal conformation throughout the TM span. In contrast, the use of the burial function tests the extent of contact for each amino-acid residue, and treats each position according to its actual contact with other helices, thus treating tilted and kinked helices more realistically (Fleishman and Ben-Tal, 2002).

We used three schemes for ranking template conformations. The simplest form is the ‘‘singlewise’’ score (Fleishman et al., 2004). This function assigns a high score to conformations that bury conserved faces in the α-helix bundle, and expose the helices’ variable faces to the lipid. The function is singlewise in the sense that for any given amino acid, only the locations of the axes of its neighboring helices are taken into account. Because these locations can be derived from the cryo-EM data to a reasonable degree of confidence, the contributions of each amino-acid residue to the overall score is independent of the positions of other residues. The underlying notion in the singlewise score is that positions that are buried in the protein core are typically conserved evolutionarily (Fig. 1). Indeed, some conserved positions may be exposed to the membrane in contradiction to this ‘‘rule’’ (see the arrows in Fig. 1). However, summation
across the entire helix span reduces the prediction’s sensitivity to such cases.

Another term penalizes the exposure to the lipid (burial values < 0.5) of the most polar amino-acid residues that are associated with high (> 7 kcal/mol) desolvation energies upon transfer from water to membrane according to the Kessel & Ben-Tal scale (Kessel and Ben-Tal, 2002). The residues for which the penalty applies are Arg, Asn, Asp, Glu, and Lys. In essence, this term associates conformations that expose very polar residues with very unfavorable scores. Polar residues at the terminal turns (four amino-acid residues) of helices were disregarded in computing this penalty, because at these locations, residues may interact favorably with the relatively polar environment at the lipid-water interface (von Heijne, 1996). Proline residues are ignored in calculating the conservation scores because they are often conserved owing to kinks that they induce in the helix secondary structure rather than to the formation of interhelical contacts (Baldwin et al., 1997).

A second scheme, called the “pairwise” function, included, in addition to the singlewise score, a term that favors contact formation between highly conserved residues, and penalizes contacts among highly variable residues. Hence, this function takes into account the positions of pairs of residues in contrast to the singlewise score, which considers residues separately. The underlying concept here is that positions that form contact should be highly conserved, because introducing even mild changes in these positions would abrogate interhelical contact.

The singlewise and pairwise score functions do not include terms that penalize the formation of possible steric clashes between the helices. Generally, the positions and tilt angles can be derived from cryo-EM data. However, these data are potentially inaccurate due to limited resolution. A scoring function that contains an approximation of penalties due to steric clashes could be useful for a limited exploration of the conformation space with respect to helix positions and tilt angles. We thus defined a third score function, which included, in addition to the terms in the pairwise score, penalties for conformations, in which a helix is potentially in violation of another’s approximate exclusion volume.

METHODS

Conservation analysis

The conservation of amino-acid residues in the TM domains of the proteins were calculated using the ConSurf server (Glaser et al., 2003) with the Rate4Site algorithm (Pupko et al., 2002). Homologs were collected using 5 PSI-BLAST iterations and a BLAST e-value cutoff of 1 (Altschul et al., 1997). We asserted by visual inspection of the alignments that there were no significant gaps in the TM domains of all the proteins under study.

Score functions

To each configuration of the helix bundle produced by the search method, we assign a score. The score is based on four terms, such that:

1. Hydrophobic residues face the lipid environment and hydrophilic residues are directed toward the protein core.
2. Conserved residues face the protein core and variable residues face the lipid environment (Fig. 1).
3. Highly conserved residues on different helices are in close proximity, whereas highly variable residues are distal.
4. A penalty for potential steric clashes.

For each conformation the score is generally defined as follows, where the summation is on every residue pair $i,j$ in the TM domain:

$$\text{Score} = \sum_i (2(B_i - \frac{1}{2})H^i + 2(B_i - \frac{1}{2})C^i) + \sum_{i,j} P^{ij} - Q^{ij},$$  \quad (1)$$

In Eq. 1, $C^i$ are the normalized evolutionary-conservation scores assigned by Rate4Site (Pupko et al., 2002) (Fig. 1) and $H^i$ the desolvation free energies of transfer from water to membrane (Kessel and Ben-Tal, 2002); $B^i$ is the burial score associated with each residue, i.e., the extent of that residue’s contact with other helices (Fleishman and Ben-Tal, 2002); $P^{ij}$ is a pairwise term that promotes contact between highly conserved residues and penalizes contact between highly variable residues; and $Q^{ij}$ is a penalty for formation of severe van der Waals clashes.

High $C^i$ and $H^i$ values indicate that a residue is conserved and hydrophilic, respectively. Hydrophobicity is taken into account only for residue types that are associated with free energies of transfer > 7 kcal/mol (Kessel and Ben-Tal, 2002), and are counted only for residues $i$, for which the burial scores $B^i$ are < 0.5. Thus the hydrophobicity scale serves as a significant penalty on the exposure of the most polar residues to the membrane environment. The terminal turns (four amino-acid residues) from each side of the TM segments are ignored in computing this penalty, because residues in these regions may be accommodated by the polar environment at the lipid-water interface (von Heijne, 1989). The contributions of proline residues to the score is also ignored because they are often conserved due to kinks they form in secondary structure rather than due to the promotion of interhelical contacts (Baldwin et al., 1997).

$C^i$ and $H^i$ are singlewise terms that depend on the amino-acid side itself, regardless of the protein conformation. In contrast, $B^i$ is the burial score associated with each residue $i$, and depends on the maximal contact formed by each residue with other helices in the bundle (elaborated below). It assumes values in the range 0–1, where zero indicates complete exposure to the membrane environment and 1 indicates complete burial in another helix.

Maximization of the score defined in Eq. 1 favors the burial of hydrophilic residues in the $\alpha$-helix bundle and penalizes their exposure to the membrane (the first term in Eq. 1). Similarly, the second term in Eq. 1 favors the burial of conserved amino acids in the bundle interior and penalizes their exposure to the lipid. The third is a pairwise-contact term favoring contact between well-conserved residues and penalizing contact between highly variable residues.

$$P^{ij} = B^i B^j (C^i + C^j),$$  \quad (2)$$

where residues $j$ and $i$ are not > 7 Å apart, and their respective burial scores ($B^i$) are > 0.2.

The fourth term in Eq. 1, $Q^{ij}$, produces a severe penalty on steric-clash formation, and is summed on all pairs of residues $i,j$ in the TM domain:

$$Q^{ij} = \begin{cases} \infty \quad & \text{if} \quad d_{ij} < \Theta \\
\sum_{\text{2 \mu}} \frac{1}{d_{ij} - \Theta} + \frac{d_{ij} - \Theta - 2\mu}{(\mu - \Theta)^2} \quad & \Theta < \frac{\Theta}{d_{ij} - \Theta} \\
0 \quad & \text{if} \quad d_{ij} \geq \mu \end{cases},$$  \quad (3)$$

where $d_{ij}$ is the distance between residues $i$ and $j$, $\Theta$ is the threshold below which the penalty assumes infinite magnitude, and $\mu$ is the threshold above.
which the penalty cancels out. We chose this formulation for the penalty because it produces a function that is continuous for \( d^{ij} > \Theta \), as is its first derivative. A value of 2 Å was chosen for \( \Theta \), to approximate the \( C^\alpha \) van der Waals radius (1.88 Å) (Tsai et al., 1999), and 2.5 Å was chosen for \( \mu \). The penalty is very large for distances close to 2 Å, but drops off quickly toward zero at 2.5 Å. Thus, conformations are penalized only for severe steric clashes.

We tested different formulations of the score function presented in Eqs. 1–3 by assigning different weights to the various terms, and by using different hydrophobicity scales. This formulation was found to work well in identifying bacteriorhodopsin’s native-state structure from decoys. Hydrophobicity appears to be a poor indicator on its own for TM-helix orientations, identifying bacteriorhodopsin’s native-state structure from decoys. Hydro-

The singlewise score function is defined as in Eq. 1 (Fleishman et al., 2004), except that the pairwise contact terms \( P \) and the penalties on steric clashes \( Q \) are neglected. Essentially this score function favors the burial of conserved and hydrophilic residues in the protein core, but does not favor contact between conserved residues. The pairwise score is similarly defined as in Eq. 1 with the penalties for steric clashes being neglected.

### Assessing the extent of interresidue contact

The score function defined in Eq. 1 is based on a quantification of the burial of amino acids that mediate interhelical contact. In measuring the extent of burial \( B \) of amino acid \( i \) we consider two criteria, as elaborated by Fleishman and Ben-Tal (2002). The first is the distance between the amino acid and the principal axis of the other helix; the smaller the distance, the more deeply buried the amino acid. The second is the orientation of the amino acid with respect to the principal axis of the other helix; the more the amino acid is directed toward the other helix, the better its burial.

Formally, we consider two parameters: the distance \( D \) between amino acid \( i \) and the axis of the other helix, and the angular orientation \( A \) of amino acid \( i \) with respect to the axis of the other helix. We define the burial of an amino acid as the intersection of these two criteria:

\[
B_i = S(D_i) S(A_i),
\]

(4)

where \( S(D) \) and \( S(A) \) are transformations of the distance and angular criteria as defined in Eqs. 5 and 6 below.

The parameters used by Fleishman and Ben-Tal (2002) for the burial function \( B \) were tailored specifically to TM-helix pairs with short interaxial separations. In the more general case treated here, it was necessary to reparameterize the function. By manually modulating these parameters with regard to the structure of bacteriorhodopsin, we found the parameter values \( t = 60 \) Å and \( p = 4 \) to be suitable for transformation of the angle \( A \). For transformation of the distance, we first subtract 4.3 Å from the value of \( D \) calculated for the distance between the amino acid and the axis of the other helix. This value approximates the smallest possible distance between an amino acid and another helix (the radius of an \( \alpha \)-helix to its \( C^\alpha \) atoms is 2.3 Å plus 2 Å for two exclusion radii), and approaches a value of 1 for \( S(D) \) if the amino acid is as close as possible to the axis of the other helix. The parameter values chosen for transformation of the distance are \( t = 10 \) Å and \( p = 6 \). Thus the two transformations for amino acid \( i \) are:

\[
S(D_i) = \frac{1}{(D_i - 4.3)^6 + 1}, \quad S(A_i) = \frac{1}{(A_i - 60)^4 + 1},
\]

(5)

(6)

where \( A \) and \( D \) are expressed in degrees and Ångstroms, respectively.

### Conformation search in TM proteins with short loops

In those cases, where the TM helices are connected via short loops, e.g., rhodopsin, it is possible to sample the constrained conformation space available to the \( \alpha \)-helix bundle by using a modification of the method of Monge et al. (1994), in which \( \alpha \)-helices are treated as rigid bodies, and their exclusion volumes and the lengths of the interconnecting loops are taken into account. The software and low-resolution potential used were developed by Eyrich et al. (1999) (J. Gunn, private communication).

We began with the native-state structure, and systematically perturbed the helix positions as follows. One helix was selected and moved around its close-contact interfaces with other helices by shifting up and down, twisting, and rotating; all of these changes were made by adding appropriate quadratic bonus functions to the low-resolution potential and minimizing. The resulting structures were then used as starting points for another round of minimization of the low-resolution potential. In both cases, another bonus function was added to the potential to help reward the TM orientations of the helices. (Because in this software the conformational space is given in \( \Phi-\Psi \) coordinates and no consistent embedding into Euclidean space is done by the program, it was not possible to impose the membrane constraints in the straightforward way.) This membrane function was based on the distances between the termini of all of the helices besides the one designated to move. It rewarded those intertermini distances (excluding those of the selected perturbed helix) that remained within 4.5 Å of their original values. Thus steric clashes resulting from the helix perturbations would tend to be resolved inside the membrane, and conformations that did not respect the TM orientations were penalized.

Several rounds of this procedure were completed using the best-scoring structures as the initial structures to perturb. The resulting structures were then screened for steric clashes and inappropriate TM orientations using the energy functions, and finally clustered at 0.8 Å to produce our test set.

### RESULTS

#### Rhodopsin and the bacterial rhodopsins

We used rhodopsin as our main test case because it represents the typical case for which the method is intended. That is, it is a medium-size protein (7 TM segments), which has been solved at intermediate in-plane resolution (9 Å) (Unger et al., 1997), and shares sequence homology with a large set of other G-protein-coupled receptors. Moreover, its high-resolution structure (2.8 Å) (Palczewski et al., 2000) allows us to test the prediction’s quality.

Baldwin et al. (1997) used the intermediate-resolution cryo-EM maps of rhodopsin (Unger et al., 1997), as well as conservation data, to manually infer a template structure, which included the coordinates of \( C^\alpha \) atoms. We did not use their model structure of rhodopsin, but did employ the helix-tilt angles and positions that they extracted from the cryo-EM maps (Baldwin et al., 1997). The assignment of individual TM segments to the helices seen in the cryo-EM maps was also taken from Baldwin et al.’s analysis. In addition, we used their data on the positions, directions, and extents of kinks in the TM domain. In summary, the \( C^\alpha \) positions of each helix were generated according to the helix parameters of canonical \( \alpha \)-helices as observed in the intermediate-resolution data (Unger et al., 1997).
To test the singlewise function’s performance, each helix was rotated in 5° increments around its principal axis (range: 0–360°), and its best-scoring orientation was selected. Because the contribution to the singlewise score of each of the helices is essentially independent of that of the others, we superimposed the best-scoring orientations of each of the seven helices to obtain an optimal template structure. The root-mean-square deviation (RMSd) of this template from the native-state structure of rhodopsin was 3.7 Å.

The search in orientation space is confined within a seven-dimensional hypercube, where each degree of freedom sets the orientation of one of the seven helices. To calculate the distribution of RMSd values of conformations within this hypercube to the native-state structure of rhodopsin, we generated 2000 template conformations. In each of these templates, every helix’s orientation was randomly selected from a distribution with uniform probability in the range 0–360°. The RMSds of each of these templates from the native-state structure of rhodopsin (Palczewski et al., 2000) was then computed (Fig. 2). The optimal structure was found within the lowest 3.5 percentiles of RMSd values, demonstrating that even the relatively simple singlewise score function is capable of retrieving a near-native structure from a set of decoys (Table 1).

We also tested the singlewise score on the three homologous bacterial rhodopsins, bacterio-, halo-, and sensory rhodopsin II (PDB codes are 1c3w, 1e12, and 1jgj, respectively). These three proteins share ~30% sequence identity and their structures are quite similar (1–1.7 Å RMSd; Fischer et al., 1992), but show some local structural differences and no homology with rhodopsin. We extracted the helix-axes parameters (tilt angles and positions) (Fleishman and Ben-Tal, 2002) from the proteins’ high-resolution structures, and constructed canonical α-helices accordingly, without modeling explicitly any deviations from helicity, such as kinks and bulges. We then employed the singlewise score and searched the conformation space (seven-dimensional hypercube) exhaustively in the same manner as explained above for rhodopsin. Table 1 summarizes the results of the conformation searches. In all cases, as in rhodopsin, the singlewise score detected templates that were much closer to native than expected by chance.

Using the result of the exhaustive singlewise search as a starting template structure of rhodopsin, we conducted a conformation search employing the pairwise score function that avoids steric clashes, and the Simplex optimization method, which is a line-search algorithm for finding a local optimum (Nelder and Mead, 1965). The RMSd of the predicted structure from the native state (PDB code 199h) was 3.1 Å, which is an improvement over the result obtained by using the singlewise score function alone (3.7 Å). This result is comparable with that obtained by Baldwin et al. (3.2 Å) (Baldwin et al., 1997). We tested whether subsequent use of the two scores constitutes a viable search strategy on the three homologous bacterial rhodopsin structures. However, in these cases the pairwise score improved the RMSd of the predicted conformations only marginally (data not shown).

**The acetylcholine receptor**

The nicotinic acetylcholine receptor (AchR) transfers the electrical signal at the nerve-muscle synapse by the gating of its TM pore (Hille, 2001). The channel is composed of five homologous subunits (β, γ, δ, ε, and two α-subunits), where each monomer consists of four TM domains (M1–M4). The five M2 segments from each of the subunits line the pore. The recently solved structure of the closed AchR at 4-Å resolution revealed an unexpected architecture, in which the M2 helices appear to be embedded in water and surrounded by an outer ring of the other TM helices (Miyazawa et al., 2003), to which they form only a very loose attachment. These loose contacts are thought to facilitate the substantial changes in the orientations of the M2 helices (Unwin, 1995).

We constructed a model of the AchR TM domain by deriving the helix-tilt angles and positions (Fleishman and Ben-Tal, 2002) from its native-state structure (PDB code 1oed). Canonical α-helices that fit the parameters of these helix axes were then constructed. To predict the optimal structure based on the pairwise score, we sampled 20,000 different combinations of orientations of the four helices comprising a subunit. Fivefold symmetry across the AchR subunits was enforced, and the best-scoring conformation according to the pairwise score was selected. In contrast to the cases of the rhodopsins, the relatively small number of helices in each monomer of the AchR ensures that this number of

---

**FIGURE 2** A histogram of RMSd values to the native-state structure of 2000 randomly generated templates of rhodopsin. The templates were constructed according to the helical axes parameters obtained (Baldwin et al., 1997) from the cryo-EM data of rhodopsin at 9 Å in-plane resolution (Unger et al., 1997). The RMSd of the conformation with the best singlewise score (3.7 Å from native) is marked by a dashed line, a value that is at the lowest 3.5 percentiles of the random conformations.
or orientations will adequately cover the conformation space. This search yielded a structure that was 2.5 Å RMSd from the native-state structure (Miyazawa et al., 2003) (Fig. 3 A).

In this predicted conformation (Fig. 3 A) the orientations of helices M1 and M3 match the native state quite closely, except for deviations from helical ideality in M3. Helix M4 is largely exposed to the lipid (Fig. 3 B), a feature not typical of other solved TM protein structures, which usually show tighter interhelical interactions. Owing to this exposure, there is a larger degree of uncertainty concerning the prediction of this helix’s orientation, and indeed the optimal orientation is skewed by ~100° relative to the native state. The predicted orientation of M2 is offset to a slightly lesser extent. The reason for the deviation of M2 from the native state is that this helix is conserved quite homogeneously throughout the segment (Fig. 3 B). The lack of a clear conservation versus variability pattern precludes this helix’s orientation with confidence.

**Constraints imposed by short interconnecting loops instead of by cryo-EM data**

Many of the extramembrane loops that connect TM helices are relatively short (<10 amino-acid residues) (Tusnady and Simon, 1998). In principle, such short loops can impose severe constraints on the conformation space that a pair of helices is free to sample. Here, we were interested in testing whether considering the constraints imposed by loop lengths improves the prediction’s quality.

For conformation sampling, we adapted a technique that was developed by Monge et al. (1994) for sampling the conformations of secondary-structural elements in soluble proteins. The method starts from the native-state structure of the protein, and perturbs the secondary-structural elements’ positions and tilt angles while treating them as rigid bodies. In contrast, the regions of the interconnecting loops that are devoid of defined secondary structure are allowed to sample conformations freely.

To construct a complete native-state structure, we added the positions of the loop residues that are missing from the PDB structure (1l9h). These missing loop residues were built into our native state via minimization of our low-resolution energy function to penalize the formation of steric clashes and covalent-bond strains. Nonphysical conformations were thus penalized (Monge et al., 1994). Hence, the constraint on the helices’ positions and tilt angles is that the lengths of the interconnecting loops are respected.

Another penalty was imposed on TM helices that assumed a nontransmembrane orientation, i.e., for helices whose termini were not located on opposite sides of the presumed membrane. Hence, despite the clear conservation signal, there is a large degree of uncertainty in its orientation.

**TABLE 1 Summary of the results of using the singlewise score function to calculate a near-native conformation of rhodopsin and the three bacterial rhodopsins, bacterio-, halo- and sensory rhodopsin II**

<table>
<thead>
<tr>
<th>Protein</th>
<th>RMSd of randomly generated conformations (± SD) Å</th>
<th>RMSd of the highest-score conformation from the native-state structure (Å)</th>
<th>Percentile of highest-scoring conformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bacteriorhodopsin</td>
<td>3.9 ± 0.4</td>
<td>3.2</td>
<td>5.6</td>
</tr>
<tr>
<td>Halorhodopsin</td>
<td>3.3 ± 0.4</td>
<td>2.5</td>
<td>4.2</td>
</tr>
<tr>
<td>Sensory rhodopsin II</td>
<td>3.5 ± 0.4</td>
<td>1.8</td>
<td>0.01</td>
</tr>
<tr>
<td>Rhodopsin</td>
<td>4.5 ± 0.4</td>
<td>3.7</td>
<td>3.5</td>
</tr>
</tbody>
</table>

The three bacterial proteins are related to one another in terms of sequences and structures, but show some local structural differences. Rhodopsin is different in terms of architecture and sequence. Templates for the three bacterial rhodopsins were constructed on the basis of their high-resolution PDB structures. Rhodopsin’s templates were constructed on the basis of helix-axes parameters (Baldwin et al., 1997) taken from its 9-Å in-plane resolution structure (Unger et al., 1997). Percentiles were computed on the basis of a distribution of expected RMSd values for each protein (see Results). In all cases, the best-scoring conformation is significantly closer to the native state than predicted by chance.
membrane. Hence, the search method samples conformation space that is available to the helix bundle, but penalizes non-physical orientations. Structures with high penalties were then discarded to eliminate those that were clearly nonphysical.

Based on the high-resolution structure of rhodopsin (PDB code 19b) as the template structure, we generated 108 modified templates, each differing from all the others by at least 0.8 Å RMSd (Table 2). The structures were quite evenly distributed in conformation space; sampled conformations were up to 6.2 Å RMSd from rhodopsin’s native-state structure.

Because the conformation-sampling method usually does not generate conformations that form steric clashes (Monge et al., 1994), we used the pairwise score without the terms that penalize the formation of clashes. We note that in ranking the resultant conformations, the score did not incorporate any terms from the Monge et al. (1994) conformational sampling technique. Strikingly, the native-state structure of rhodopsin ranked second according to the pairwise function (Table 2), demonstrating that short interconnecting loops may indeed be used for identifying near-native conformations, even without the constraints on helix positions and tilts derived from cryo-EM data.

A more stringent criterion, testing the Pearson correlation coefficient between the conformations’ scores and their RMSDs from the native-state structure, resulted in \( r = -0.78 \) (Fig. 4). This high anticorrelation demonstrates that the pairwise score is capable not only of detecting the native-state conformation, but also of discriminating near-native and far-from-native conformations. We also analyzed the performance of this combination of pairwise score and search method on the structures of bacteriorhodopsin and aquaporin-1 (PDB codes 1c3w and 1j4n, respectively). The results are summarized in Table 2. Despite the sequence, structural, and functional heterogeneity of the three proteins, the results for all are encouraging.

### Deviations from \( \alpha \)-helicity have only a local effect on the prediction’s quality

Many TM helices exhibit deviations from \( \alpha \)-helicity, including \( \pi \)-bulges and kinks. These deviations were shown to have functional importance in some cases (Ubarretxena-Belandia and Engelman, 2001). Kinks are sometimes discernible in cryo-EM maps, e.g., in rhodopsin’s 9-Å map (Unger et al., 1997). When observed, the kinks can be incorporated into the conformational search methodology in a straightforward manner, as we have done for rhodopsin above. Recently, it was shown that the positions and directions (though not the magnitudes) of the majority of the kinks observed in high-resolution structures could also be inferred from sequence data alone (Yohannan et al., 2004). However, no computational method is yet available to identify \( \pi \)-bulges.

Fig. 5 shows the consequences of modeling as \( \alpha \)-helices domains that contain \( \pi \)-bulges and bent regions in the case of sensory rhodopsin II. As mentioned above, to generate the calculated template (Fig. 5 B), the tilt angles and positions of the helix axes were inferred from the high-resolution structure (PDB code 1jg), and canonical \( \alpha \)-helices were constructed. The singlewise score was then used to rank all the possible orientations of each of the helices, and the best-scoring conformation was selected (Fig. 5 B). Obviously, the prediction’s accuracy in the region surrounding the deviations from helicity is relatively low, but is quite high in other regions of the same helices, and in other helices (RMSd of the prediction from the native-state structure is 1.8 Å). Hence, we conclude that the adverse effects of helical deviations on the prediction quality are mostly local.

### Uncertainties in the TM helix boundaries have a negligible effect on the prediction’s accuracy

Even when helix positions and tilts are derived reliably from cryo-EM measurements, different TM boundaries can be fitted into the intermediate-resolution images. Qualitatively, changes at the TM-domain termini are not expected to have very large effects on the prediction’s quality according to the scoring schemes suggested here, because the calculations are based on the average properties of relatively long helical stretches (5–6 helical turns).

To examine the implications of erroneous choices of the boundaries, we changed the boundaries of the TM spans in the construction of templates of rhodopsin and reevaluated the prediction. Juxtamembrane regions are often spotted by charged residues. Because the score functions penalize

<table>
<thead>
<tr>
<th>Protein</th>
<th>Number of structures sampled</th>
<th>Maximal RMSd from native of sampled structures (Å)</th>
<th>RMSd of the highest-score conformation from the native-state structure (Å)</th>
<th>Score rank of the native structure</th>
<th>Correlation coefficient (( r )) of RMSd values versus pairwise scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhodopsin</td>
<td>109</td>
<td>6.2</td>
<td>1.5</td>
<td>2</td>
<td>(-0.78)</td>
</tr>
<tr>
<td>Bacteriorhodopsin</td>
<td>96</td>
<td>4.0</td>
<td>1.9</td>
<td>30</td>
<td>(-0.54)</td>
</tr>
<tr>
<td>Aquaporin-1</td>
<td>26</td>
<td>3.7</td>
<td>0.9</td>
<td>6</td>
<td>(-0.63)</td>
</tr>
</tbody>
</table>

The three TM proteins that were tested are heterogeneous in terms of functions, structures, and sequences. The anticorrelations obtained in all three cases demonstrate that the pairwise score is capable of ranking conformations according to their similarity to the native-state structure in a variety of cases.
remains an intricate task despite recent advances. On the
one hand, several TM proteins have been solved at inter-
mediate resolution (5–10 Å). These data have mostly been
employed to gain a general understanding of the pro-
teins’ architectures, but the positions of individual amino-
acid residues could not be inferred (e.g., Holm et al., 2002;
Ubarretxena-Belandia et al., 2003)). Hence, it has been
impossible to gain a clear view of the molecular determinants
affecting protein stability and function from these data. Here,
we have explored how TM helices’ conservation profiles and
hydrophobicity can be used in conjunction with data on helix
tilts and positions for structure prediction.

We employed accurate measures of conservation (Pupko
et al., 2002) and hydrophobicity (Kessel and Ben-Tal, 2002)
in a fully automated method. Such measures have been used
previously to predict structures from cryo-EM maps (e.g.,
Baldwin et al., 1997), but these methods were mostly
manual, and often required an alignment of a large number
of homologous sequences. Here, we showed that even
a relatively small set of sequences (36 in the case of the
bacterial rhodopsins) may be sufficient to engender accurate
predictions thanks to the more sensitive measures of con-
servation that are currently available (Pupko et al., 2002).

Importantly, the fact that the methods are automatic
provides a more objective and reproducible way of modeling
TM domains. In particular, in many cryo-EM maps of TM
proteins, the connectivity between helices is not discernible,
leading to an ambiguity with regard to the assignment of
hydrophobic sequences to the helices seen in the map (e.g.,
Ubarretxena-Belandia et al., 2003). In principle, there may
be up to \( n! \) different assignments, where \( n \) is the number of
helices in the bundle. In practice, many of the assignments
may be eliminated at the outset if they imply the connection
of distant helices by short loops (Enosh et al., 2004). In some
cases, biochemical data may provide sufficient constraints
for assignment, e.g., regarding the positions of pore-lining
helices (Fleishman et al., 2004). Still, it may be that several
contending assignments would need to be carefully consid-
ered in view of experimental data (Enosh et al., 2004). The
methods we have suggested can be helpful in automatically
generating and comparing models for different assignments,
in which the combinatorial complexity would preclude
manual model building.

Thus, after parameterization using bacteriorhodopsin, we
tested and challenged this approach with a variety of different
TM-protein structures, including rhodopsin, bacterial rhu-
dopsins, aquaporin 1, and the AchR. We have used several
different search methodologies for structure prediction,
and all produced relatively promising results. This is encouraging,
because it demonstrates that the score functions are robust, in
the sense that their outcomes are sound independently of the
search method used.

Our study has yielded a number of rules that must be met
for the protein under study, if this approach is to succeed.
First, the cryo-EM map must show that each helix is neither
overly buried in the protein core nor overly exposed to the

DISCUSSION

Structure determination of TM proteins at high resolution
remains an intricate task despite recent advances. On the
FIGURE 4 A scatter plot showing the RMSd values from the native state
(PDB code 1j9h) versus the pairwise score for 109 different template
structures of rhodopsin. The two measures are anticorrelated \( (r = -0.78) \).
The solid line marks the linear regression of the data points. The arrow
marks the point of the native state structure.

conformations that expose very polar residues to the lipid
environment, we tested only helix stretches that are shorter
than the TM-domain definitions. Thus, in each iteration,
every helix was shortened by variable amounts according to
a uniform-probability distribution (0–4 positions). We drew
200 such domain definitions, and used the singlewise score
to identify a near-native conformation for each of these
definitions according to the method outlined above.

The RMSd values of the highest-scoring conformations to
the native-state structure of rhodopsin for this sample were
very dense around 3.7 Å, which is the value obtained for the
original TM-boundary definition, with a standard deviation
of 0.1 Å. This result demonstrates that the score function is
indeed minimally sensitive to moderate changes in the
hydrophobic boundaries.

FIGURE 5 (A) A view from the extracellular side of the TM domain of
sensory rhodopsin II (PDB code 1j9g). The locations of a \( \alpha \)-bulge and a kink
are marked with arrows. (B) The template of sensory rhodopsin II that was
assigned the highest singlewise score. Even though the calculated template
shown in panel B is based on canonical \( \alpha \)-helices, the deviations from
\( \alpha \)-helicity have a minor effect on the calculated conformation. Panels A and B
are colored according to the evolutionary-conservation scale shown in Fig. 1.

the other hand, several TM proteins have been solved at in-

membrane (or the pore lumen in the case of large channels). Accordingly, it is due to the uncharacteristic exposure of the M4 helix in AchR that its calculated orientation is far from the native state (Fig. 5). Second, the conservation profile of each helix must be sufficiently variable. Helices that are highly conserved throughout (such as M2 of AchR) do not contain a clear enough signal to reveal their orientations. A threshold of sequence variability necessary for accurate predictions is difficult to set a-priori. However, a rule of thumb is that the TM domain should show a helical pattern of variability versus conservation, as seen in most of the cases studied here (e.g., Fig. 4).

Reassuringly, our results on AchR demonstrate, that even in those cases in which a number of helices in the structure cannot be oriented reliably (M2 and M4), the others can still be accurately retrieved (M1 and M3). In the setting of a structure-prediction exercise, it would be possible to determine which helices cannot be oriented reliably on the basis of their conservation profiles and their exposures to the membrane according to intermediate-resolution data.

Our results show that in other cases, the score functions can identify near-native conformations (Figs. 2 and 4; Tables 1 and 2). The fact that the parameterization, which was conducted to reproduce the native structure of bacteriorhodopsin, also retrieved quite closely the native structures of two homologous proteins (sensory rhodopsin II and halorhodopsin) and three very different TM proteins (rhodopsin, aquaporin-1, and AchR) is an indication of the method’s predictive ability. The results show that this scoring scheme, though simple, is capable of reliably ranking decoy structures according to their RMSds from the native state (Table 2, Figs. 2–4).

The main focus of this study has been the development of score functions for structure prediction in conjunction with intermediate-resolution cryo-EM maps. However, the results using a conformational search method that takes into account interconnecting loop lengths (Monge et al., 1994) have been encouraging for proteins with small extra-membrane domains. Further research should be devoted to the possibility of predicting the structures of TM domains with short loops even without the constraints imposed by cryo-EM data on helix positions and tilt angles. Furthermore, the results based on rhodopsin’s intermediate-resolution structure (Table 2) indicate that a limited exploration of the conformational space defined by the helix positions, tilt, and azimuthal angles may improve structure prediction in cases, in which these parameters cannot be approximated with high confidence from the cryo-EM data. The inclusion of atomistic detail may improve these results further by capturing the subtleties of helix-packing interactions.

It was demonstrated that short sequence motifs could drive the dimerization of TM domains (Lemmon et al., 1992; Javadpour et al., 1999; Russ and Engelman, 1999, 2000; Dawson et al., 2002). For instance, the GxGxG motif, in which two Gly residues are separated by three other residues was shown to induce the close association of two TM helices (MacKenzie et al., 1997). It was also shown that Ala and small polar residues (Ser and Thr) could replace the Gly residues in the motif and induce contact formation (Dawson et al., 2002). We previously used such sequence rules for predicting likely conformations of pairs of TM helices (Fleishman and Ben-Tal, 2002; Fleishman et al., 2002). Here, we did not explicitly utilize information regarding amino-acid packing propensities, because the importance of these residues for packing is reflected in their evolutionary conservation (Sternberg and Gullick, 1989).

We note that the results presented here show that the methods are quite robust in terms of sensitivity to structural or sequence deviations. Changes in TM boundaries, for example, did not have a significant effect on the predicted templates of rhodopsin. Some recently solved TM protein structures show helices that are not straight (e.g., Jiang et al., 2002; Miyazawa et al., 2003). In the case of the AchR we used canonical α-helices, even though there are some marked deviations from α-helicity in M2 and M3, yet the predictions did not suffer to any great extent due to these deviations (Fig. 3). Nor have π-bulges and kinks affected the prediction’s quality extensively (Fig. 5). Furthermore, although retinal was not modeled in the rhodopsins, the helices’ orientations in all cases were reproduced quite accurately. Indeed, explicitly modeling these deviations from α-helicity and the addition of prosthetic groups should improve prediction accuracy. However, from the cases we have examined, we conclude that the strong conservation signal in many TM proteins (exemplified in Fig. 1) ensures that various structural deformations, that might not be accounted for in the cryo-EM data, have mostly a local effect on the accuracy of the prediction, and that this effect is much diminished in unaffected helices.
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A novel sequence-analysis technique for detecting correlated amino acid positions in intermediate-size protein families (50–100 sequences) was developed, and applied to study voltage-dependent gating of potassium channels. Most contemporary methods for detecting amino acid correlations within proteins use very large sets of data, typically comprising hundreds or thousands of evolutionarily related sequences, to overcome the relatively low signal-to-noise ratio in the analysis of co-variations between pairs of amino acid positions. Such methods are impractical for voltage-gated potassium (Kv) channels and for many other protein families that have not yet been sequenced to that extent. Here, we used a phylogenetic reconstruction of paralogous Kv channels to follow the evolutionary history of every pair of amino acid positions within this family, thus increasing detection accuracy of correlated amino acids relative to contemporary methods. In addition, we used a bootstrapping procedure to eliminate correlations that were statistically insignificant. These and other measures allowed us to increase the method’s sensitivity, and opened the way to reliable identification of correlated positions even in intermediate-size protein families. Principal-component analysis applied to the set of correlated amino acid positions in Kv channels detected a network of inter-correlated residues, a large fraction of which were identified as gating-sensitive upon mutation. Mapping the network of correlated residues onto the 3D structure of the Kv channel from Aeropyrum pernix disclosed correlations between residues in the voltage-sensor paddle and the pore region, including regions that are involved in the gating transition. We discuss these findings with respect to the evolutionary constraints acting on the channel’s various domains. The software is available on our website http://ashtoret.tau.ac.il/~sarel/CorrMut.html
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Introduction

Many potassium channels are gated in response to changes in transmembrane voltage.1–3 This form of gating underlies the production of action potentials: electrical impulses that run across the cell membrane, allowing neurons, for example, to transmit signals over their lengths.4 Voltage-gated potassium (Kv) channels are tetramers,5 where each monomer consists of six hydrophobic stretches (S1–S6).6,7 The S1–S4 region comprises a voltage-sensing domain, in which the S4 segment is thought to be the voltage-sensor element,6,9 whereas the S5–S6 regions from the four channel subunits form a central pore. This pore domain contains, in addition to the outer (S5) and inner (S6) helices, the pore helix, and the selectivity filter, which are responsible for the channel’s high potassium selectivity and throughput10 (Figure 1(a)).

Comparison of the three-dimensional pore structures of K+ channels in the closed10 and open11 states revealed significant structural rearrangement
at the pore upon opening. The opening transition involves a large kink in the inner helix around a highly conserved Gly residue, which serves as a gating hinge. This bending allows the movement of the inner helices that leads to the disassembly of the activation gate (Figure 1b). These conformational changes are mostly restricted to the intracellular portion of the channel (Figure 1a). The
region spanning the highly conserved selectivity filter remains, for the most part, rigid during gating.11,12

Studies by MacKinnon and co-workers of the voltage-dependent potassium channel from Aeropyrum pernix (KvAP) revealed several unexpected findings.13,14 In contrast to earlier models that identified S4 as the major voltage-sensing element, they found that the S3 segment contains two helices (S3a and S3b), where the S3b helix and the N-terminal portion of the S4 helix form a tight hairpin, which they termed the voltage-sensor paddle.13 Secondly, their results indicated that the paddle moves approximately 20 Å across much of the membrane span in response to the changes in transmembrane voltage14 (Figure 1a). On the basis of these findings, MacKinnon and co-workers proposed that channel opening occurs via coupling of the voltage-sensor paddle’s movement to that of the outer helix.14 According to this proposition (Figure 1a), this movement, in turn, induces conformational changes in the inner helix13 that open the energetically more stable closed structure.15

During the gating transition, at least three charged arginine residues per subunit in the tetramer cross the membrane16–18 (Figure 1a). Contrary to previous models of activation (summarized by Bezanilla,19) the KvAP model argues that these charges move mostly in an unshielded manner through the hydrophobic membrane environment.7,14 This conclusion14 is astonishing from a thermodynamic point of view because of the prohibitive cost in desolvation free energy20 associated with the transfer from water to lipid of at least a dozen charged arginine residues per channel.14

Following MacKinnon and co-workers’ new view of voltage dependence, several studies have been devoted to test its validity.21–23 The model has been criticized24 for its reliance on a structure that may not be physiologically relevant owing to possible artefacts originating from co-crystallization with Fab fragments that may have distorted its conformation.15,23 Studies on the Shaker homologue of KvAP provided evidence that residues within S4 are in close proximity to residues at the extracellular part of the outer helix, in apparent contradiction to the KvAP model.21,25 In addition, it was shown that S3b does not move significantly in response to changes in the transmembrane voltage,24 and based on accessibility studies using the homologous Kv2.1, it was suggested22 that the motion of the voltage sensor is not as large as that implied by MacKinnon and co-workers.11 On the basis of these results, an alternative model of the gating transition has been proposed24 that is coherent with the previous view, in which the voltage sensor, which is comprised solely of S4, is encapsulated within a proteinaceous environment. This model further argues that the channel’s conformational changes upon gating are of smaller magnitude, when compared to that suggested on the basis of experiments on KvAP.14

Nevertheless, relatively large conformational changes are anticipated in both gating models.14,24 Such large changes make it exceedingly difficult to plan and interpret mutation and accessibility studies aimed at uncovering conformational substates.14,21,22,24,26 For instance, it is difficult to control whether the modifications introduced in these studies trap the molecule in physiologically relevant states. The fact that some of these recent studies were performed on the Shaker homologue of KvAP21,22,23,25 which contains a long segment between S3 and S4 that is missing in the KvAP structure13 (Figure 2), adds another layer of complexity.

Here, we study the inter-domain relationships in Kv channels from an evolutionary perspective. We found a network of inter-correlated amino acid positions, which cluster in functionally important regions when mapped on the KvAP structure. Specifically we show that residues on S3b, which forms part of the voltage sensor according to the KvAP structure13,14 (Figure 1), but not according to alternative models,24 are coupled to pore residues distributed in the vicinity of the activation gate and the gating-hinge position. These regions experience major structural rearrangements upon pore opening.11,15

**Phylogeny-based Detection of Correlations**

In silico analysis of correlated mutations has been used to identify positions that are implicated in contact formation or allosteric regulation and conformational changes in large protein families.27–33 The underlying assumption in these studies was that functional or structural associations between a pair of positions force a coherent change in their amino acid identities during evolution. In other words, substitution of one position would induce relatively conserved, whereas S3b, which contains the three correlated positions, is highly variable. The two helices are connected by a linker of variable length.
the other to undergo a compensatory change in order to maintain the structural or functional relationships between the two positions.

Detection of co-variation in amino acid positions within proteins, when combined with experimental data, may indicate what differences are necessary for modiﬁng function. For instance, all isoforms of Kv channels are known to have the same ion selectivity and permeation characteristics, yet they show differences in terms of voltage sensitivity and closing and opening kinetics. Such changes might be reﬂected in variations in the amino acid sequences of the family. Since multiple positions are involved in determining these traits, such sequence variations should occur concomitantly in the relevant locations.

A key problem in identifying correlations in amino acid positions along multiply aligned sequences of a protein family is the difﬁculty in distinguishing co-variation (signal) from noise. Therefore, contemporary methods for identifying correlations often rely on very large multiple-sequence alignments of homologous proteins (typically hundreds or thousands of sequences) in order to obtain good signal-to-noise ratios. In the case of the Kv channel family, however, only a few tens of protein sequences have been discovered. Such paucity of homologous protein sequences is typical for many protein families. Nevertheless, a collection of sequences that is sufﬁciently heterogeneous in terms of functions and sequences can be constructed by the inclusion of various Kv paralogues (see Materials and Methods). We present a novel method for detecting co-varying amino acid positions that is applicable for the analysis of intermediate-size protein families (50–100 sequences) that are sufﬁciently heterogeneous. The method is similar to that of Shindyalov et al. in that it is based on phylogenetic reconstruction rather than on multiple-sequence alignment alone.

Generally speaking, by tracing the evolutionary pathway for every pair of amino acid positions within the protein, it is possible to substantially increase detection accuracy. As a ﬁrst step in the analysis, we reconstruct the evolutionary history of the protein family by inferring the sequences of hypothetical (now-extinct) ancestral proteins of the family. The phylogenetic tree (Figure 3) together with the set of reconstructed and contemporary sequences specify the evolutionary pathway that has generated the protein family as we observe it today, where each branch connects evolutionarily close sequences. By following the reconstructed pathway, we trace the changes that occurred at each evolutionary step for every position, thus reducing the errors that arise when comparing sequences that are phylogenetically distant.

Many contemporary methods for detecting correlations employ a simplistic amino acid substitution scheme, whereby all changes are treated equally. Since we consider the changes that occurred at each position in subsequent evolutionary steps, we can employ a substitution matrix that reﬂects the subtleties of amino acid replacements in proteins more realistically, e.g. a Val for Ile change would be considered of smaller magnitude than a Gly for Trp substitution. That is, in each evolutionary step, represented by a branch on the phylogenetic tree, the changes in amino acid identities are measured. The correlations between changes in different positions of the alignment can then be calculated in a straightforward manner. We note that the method does not consider back mutations or multiple mutations in a single branch.

Here, we used the Miyata matrix, which provides a measure for the physicochemical differences between amino acids. The advantages of using a phylogenetic tree are hence twofold: ﬁrst, only changes that occurred at the same evolutionary interval are compared; and second, we may discriminate between small and large amino acid substitutions. Thus, the method not only detects the positions that change concurrently, but also identiﬁes those that undergo changes of similar magnitude during evolution. We note that the Miyata substitution matrix may be replaced by other substitution schemes, such as the Dayhoff matrix that was derived from the observed substitution frequencies in homologous proteins.

The phylogenetic tree of the Kv family demonstrates that in the current selection of sequences, bias resulting from lack of variability is rather low (Figure 3). The majority of the sequences are from mammals; however, by including many paralogous sequences we were able to gain sequence variability. Following the computation of the phylogenetic tree and the reconstruction of ancestral sequences, we eliminated from the alignment all positions showing relatively low entropy or information content, which is a measure of the heterogeneity of amino acid identities in a given position of the alignment. This step is applied to avoid the detection of pairs of positions that changed a small number of times in the family’s evolutionary history. We also eliminated positions exhibiting at least one gap in the multiple-sequence alignment because of the unreliability of ancestral-sequence reconstruction at such sites.

To further reduce the possibility of errors due to bias, we derived conﬁdence intervals for the correlation coefficients using bootstrap sampling. Briefly, bootstrapping randomly generated samples...
Figure 3. The phylogenetic tree used in this study, displaying at the terminal nodes one-letter codes for residues aligned with positions Leu103 (left) and Ala111 (right) on the KvAP sequence. The two correlated positions are located on the S3b helix, which forms part of the voltage sensor according to the KvAP structures11 (Figure 1). The phylogenetic tree was computed10 on the basis of the multiple-sequence alignment of 50 voltage-gated potassium channel sequences, and was used throughout the analysis (see Materials and Methods).
of phylogenetic branches. On each sample, the correlation coefficients of the changes occurring in each pair of positions were computed. Thus, we obtained a set of correlation coefficients for each pair of positions, on which we computed the average value as well as the confidence interval. We then eliminated correlations that were statistically insignificant. By applying the bootstrapping procedure on our data set we also rejected those correlations that were highly dependent on a particular subset of phylogenetic branches, thus reducing the possibility that the evolutionary pattern in certain parts of the tree would have a dominant effect.

We detected a large set of correlated positions, which we then subjected to principal-components analysis in order to identify amino acid networks, in which all residues are highly inter-correlated. This filtering step also provided a means for reducing the effects of spurious correlations.

**Results**

**A network of inter-correlated residues mediates channel opening**

Overall, 158 correlations between pairs of amino acids were identified that met the requirements of high mean Pearson correlation coefficients ($r > 0.5$), and for which the lower confidence boundary, measured by bootstrapping, was judged to be statistically significant ($r_{low} > 0.15$). The list of correlations shows the amino acid positions to be heterogeneous, with some positions being linked to many, and others to just a few. To identify networks of highly inter-correlated positions within this list, we used principal-components analysis. Several distinct sets of highly inter-correlated positions were identified. Figure 1b shows a mapping of one such set that was identified as the most significant cluster of correlated positions, on the KvAP structure. This cluster of 14 positions is linked by 50 significant correlations involving the S3b and S4 segment (Table 1). It may be seen that most of the inter-correlated residues are in the voltage-sensing paddle.

Ten out of 14 positions in the cluster of highly inter-correlated positions were previously tested experimentally; some of the positions, which were identified in this cluster, were associated with all of the others. Representative correlations are listed in Table 1. It may be seen that most of the inter-correlated residues are in the pore domain. However, several others were identified in the voltage-sensing paddle.

| Table 1. A list of representative pairs of correlated positions involving the S3b and S4 segment, activation gate (C terminus of the inner helix) and the gating-hinge region (surrounding Gly220, shown as a green sphere in Figure 1b) |
|-------------------------------|-------------------------------|-------------------------------|
| **S3b-S4 inter-correlations** |                               |                               |
| Leu103                        | His109                        | 0.53 (0.27, 0.74)             |
| Leu103                        | Ala111                        | 0.59 (0.34, 0.77)             |
| Glu108                        | Gly114                        | 0.50 (0.17, 0.74)             |
| Leu113                        | Leu118                        | 0.58 (0.25, 0.87)             |
| **S3b-outer helix**           |                               |                               |
| Leu103                        | Val161                        | 0.50 (0.24, 0.75)             |
| His109                        | Val161                        | 0.55 (0.20, 0.77)             |
| Leu110                        | Ala140                        | 0.58 (0.15, 0.83)             |
| Leu110                        | Asp143                        | 0.51 (0.19, 0.73)             |
| Ala111                        | Val161                        | 0.66 (0.34, 0.86)             |
| **S3b-gate**                  |                               |                               |
| Leu103                        | Glu242                        | 0.69 (0.46, 0.84)             |
| His109                        | Val240                        | 0.57 (0.28, 0.79)             |
| Ala111                        | Val240                        | 0.56 (0.22, 0.83)             |
| Ala111                        | Glu242                        | 0.71 (0.42, 0.90)             |
| **Gate-gating hinge region**  |                               |                               |
| Met158                        | Lys237                        | 0.66 (0.31, 0.91)             |
| Val161                        | Val240                        | 0.58 (0.19, 0.83)             |
| Ala186                        | Val240                        | 0.53 (0.20, 0.79)             |
| Ala223                        | Lys237                        | 0.64 (0.35, 0.91)             |
| Ala223                        | Val240                        | 0.55 (0.18, 0.81)             |
| **Inter-correlations in the gating hinge region** | | |
| Met158                        | Ala223                        | 0.59 (0.27, 0.90)             |
| Met158                        | Leu224                        | 0.71 (0.36, 0.91)             |
| Val161                        | Ala223                        | 0.58 (0.16, 0.89)             |
| Val161                        | Leu224                        | 0.79 (0.51, 0.91)             |
| Ala186                        | Leu224                        | 0.74 (0.49, 0.94)             |
| Pro207                        | Ala223                        | 0.56 (0.30, 0.80)             |
| Pro207                        | Leu224                        | 0.55 (0.26, 0.73)             |

| The trimmed means in the 95% confidence interval of correlations ($r$), which were calculated from 400 bootstrapping samples, are indicated and the 95% confidence interval is parenthesized (see Materials and Methods). |

The trimed means in the 95% confidence interval of correlations ($r$), which were calculated from 400 bootstrapping samples, are indicated and the 95% confidence interval is parenthesized (see Materials and Methods).
forms a bend and adds flexibility to the intracellular part of the S6 segment, which is important for the opening transition.44 The five positions in the extracellular region are all within 10 Å of a mostly conserved glycine (Gly220 in KvAP (green sphere in Figure 1b)).10,13 This position serves as the gating hinge during pore opening, where a bend occurs in the inner helix.11 This co-variance can be rationalized by assuming that substitutions in one region of the pore domain can be compensated for by mutations in the other. An alternative interpretation is that in order to modify existing function or to gain a new one, both regions have changed in evolution concomitantly. Since the set of sequences used in the current study consisted of many different paralogous sequences (Figure 3), where each may have slightly different characteristics of voltage sensing and gating kinetics, it is tempting to adopt the latter explanation.

The distribution pattern of inter-correlated residues on the pore domain, determined by the correlated-mutations analysis is in very good agreement with an energetics analysis of pore opening performed for the Shaker Kv channel.15 In that study as well, gating-sensitive positions at the pore were found to cluster at the activation gate of the channel and at the region just extracellular to the glycine gating-hinge residue. The particular pairs that were identified in that study15 were not highlighted in our analysis because of the fact that residues at some of the positions that were analyzed experimentally are highly conserved.

From a structural perspective, it appears unexpected that many of the positions identified in this cluster are distant in 3D space, and yet are inter-correlated. However, this result is in line with experimental data on the Shaker channel pore that demonstrated, by using double-mutant cycle analysis,15 that gating-sensitive positions at the pore are energetically coupled to each other even at distances as large as 15 Å10,15. Such long-range energetic couplings between residue pairs are indicative of large tertiary or quaternary conformational changes15 as was indeed verified upon comparison of the closed (KcsA10) and open (MthK1) pore channel structures.

The amino acid correlations detected here and their distribution pattern on the pore imply that during the evolutionary process, the activation gate and the gating hinge regions of the channel have accumulated substitutions in order to assume slightly different gating characteristics. Since the correlated positions occur mostly in regions that mediate inter-helical contacts, where extensive packing interactions occur, their substitution from one channel to another may increase or decrease the thermodynamic stability of the closed versus the open states of the channel. Such changes in the packing interfaces of regions that experience conformational changes during gating are expected to alter the gating kinetics.

Another interesting result in our analysis is the finding that several of the highly correlated residues occupy positions on the S3b helix, and co-vary with the pore domain residues that affect channel gating (Figure 1b; Table 1). This co-variation implies that S3b affects the opening transition, along with the activation gate and gating hinge regions. An important role for S3b in affecting the gating transition makes sense in the light of the KvAP structure, which shows that the helices S3b and S4 form one structural unit (a "paddle").13 Moreover, electrophysiological assays demonstrated that the two helices move together between membrane and extracellular exposures in response to transmembrane voltage changes.14 This result is also in agreement with alanine and tryptophan-scanning mutagenesis analyses, which showed that some positions on S3b are gating-sensitive.40,46 On the other hand, a recent accessibility study showed that the Shaker channel’s S3b segment is externally exposed in both open and closed channel states, thereby contradicting the notion that S3b and S4 move as one structural unit.24

Other residues in this cluster of correlated positions are less readily explained within the context of a network of positions that are involved in the gating transition. One of these positions is Pro207 at the N-terminal end of the inner helix. Mutation of the Shaker position that is aligned with Pro207 to either alanine15 or tryptophan41 did not alter channel gating significantly, thus making it unlikely that this position is involved in the gating transition. Two other positions in the cluster, Ile18 and Asp20, which are located N-terminal to S1, have not been tested experimentally. Indeed, it is difficult to imagine a role for these residues in gating according to the KvAP structure (Figure 1), but it is very likely that the structure does not represent the physiological position of S1, whose N-terminal part is intracellular.13,47,48 It would be interesting to experimentally test whether and how this segment is coupled to the opening transition.

Sensitivity of the analysis to the phylogenetic inference method and to the amino acid substitution matrix

Using neighbor-joining

To gauge the results’ sensitivity to the particular phylogenetic inference methods used here, we also computed the phylogenetic tree using the neighbor-joining algorithm.49 This method, when compared to the maximum-likelihood program Tree-Puzzle50 is computationally less intensive, but is less robust, in particular when analyzing a very divergent sequence set. Aside from this step, all others used to compute correlations and to derive the cluster of highly inter-correlated positions were the same as elaborated in Materials and Methods.

The list of pairs of positions showing high (r ≥ 0.5) and significant (rlow ≥ 0.15) correlations detected using the neighbor-joining tree was
approximately half the one obtained by using the phylogenetic tree of maximum-likelihood. The fact that a smaller number of correlations were found to be statistically significant indicates that the analysis based on the neighbor-joining tree was noisier than that of the maximum-likelihood tree. Based on the neighbor-joining tree, the most significant network of correlated positions included the six amino acid residues on the voltage sensor and the activation-gate region that were detected also using the tree of maximum-likelihood. However, the cluster of five positions surrounding the gating-hinge Gly220 was missing. This result indicates that while an analysis based on a neighbor-joining tree retrieves some of the most significant correlations, the results based on the maximum-likelihood tree are more sensitive, as is indeed expected.

The amino acid replacement matrix

Many existing approaches for the detection of correlated positions within protein families treat all amino acid substitutions in the same way, i.e. without differentiating among small and large changes. In contrast to these methods, we have employed the Miyata substitution matrix, which assigns small values to physicochemically moderate substitutions such as Val for Ile, and large values to drastic substitutions such as Gly for Trp. To test whether the use of the Miyata matrix increases the method’s sensitivity, we replaced the Miyata matrix with a binary substitution matrix, in which every change in amino acid identity is given a value of 1, whereas no change is assigned a value of 0. Based on the phylogenetic tree and ancestral-sequence reconstruction of maximum likelihood, we computed the correlations among amino acids using this binary matrix.

The list of high ($r \geq 0.5$) and significant ($r_{low} \geq 0.15$) correlations was larger by more than 60% in the case of the binary matrix than when using the Miyata matrix. Many of the pairs of positions showed very similar correlation coefficients and smaller confidence intervals, reflecting the lower discriminating strength of the binary substitution matrix. Importantly, whereas in the case of the Miyata matrix more than 50% of the correlations were deemed statistically insignificant using the bootstrap criterion $r_{low} \geq 0.15$, none of the correlations using the binary matrix was rejected on this basis. We conclude that, at least in cases in which relatively small sets of sequences are analyzed, a physicochemical substitution matrix is preferable.

Discussion

Recently, an alternative model for channel gating was suggested for voltage-dependent potassium channels based on biochemical, electrophysiologi-
Correlated Positions in Kv Channels

(Figure 1b). It has therefore been difficult to identify such positions without the use of large-scale scanning mutagenesis experiments. Thus, an analysis of evolutionarily correlated mutations may provide a means to focus experimental efforts. Analysis of double-mutant cycles provides a direct means to test the functional implications of evolutionarily detected couplings between positions.\textsuperscript{32,53} Our results agree well with experimental findings on gating of Kv channels that show that the regions encompassing the glycine gating hinge on the inner helix and the activation gate in the intracellular part of the channel are energetically coupled in the context of the gating transition.\textsuperscript{15} The correlations indicate that the energetic coupling between positions in the pore domain is also reflected by the positions’ co-variation in the Kv family’s evolution.

The correlations that we have identified extend this coupling, and include the S3b segment as well (Table 1, Figure 1b). The results imply that these three functional elements of the channel are evolutionarily coupled, suggesting that substitutions in S3b would have an effect on channel gating. It is interesting to note that the three positions identified on S3b are all evolutionarily variable (Figure 1). In fact, the segment’s hyper-variability contrasts with the relatively high conservation of S4. Moreover, the two segments are connected via a linker of variable length in different paralogues (Figure 2).

It has been suggested that the low conservation of the S3b helix implies lack of a functional constraint and is, therefore, an indication that its structural association with S4 is not universal.\textsuperscript{23,24} Our analysis suggests that the functional constraint is manifested in this case through the pattern of substitutions of pairs of positions (Table 1), i.e. through the inter-correlated amino acids detected. This argument is strengthened by the observation that many positions at the C-terminal part of the S3b helix, where two of the highly inter-correlated positions are located (Figure 1b), are gating-sensitive in two different channel subtypes, despite the segment’s sequence variability.\textsuperscript{40,46,54}

The evolutionary advantage of residue substitutions in important functional regions such as the S3b part of the voltage-sensor paddle, the activation gate, and the region encompassing the conserved gating hinge is clear. Modifications in these regions would have significant effects on the gating characteristics of the channel. For instance, if S3b indeed forms part of the voltage sensor,\textsuperscript{13} its modification might alter the sensitivity of the channel to changes in transmembrane voltage, whereas substitutions in the gate and the region surrounding the gating hinge might alter the thermodynamic stability of the open or closed states. Given that these effects are intertwined in the sense that they all modulate the gating transition, the changes that are observed in amino acid identities should be coupled as is evident through correlated-mutation analysis.

In view of these conclusions, an interesting experiment might be to identify what constitutes a minimal set of mutations that alter the function of a given Kv paralogue to obtain a channel with the characteristics of another. That the domains of Kv channels are at least grossly modular was exemplified by an experiment, in which the voltage-sensor segment (S1–S4) of the Shaker Kv channel was connected to the voltage-insensitive pore domain from KCsA to produce a voltage-sensitive chimera.\textsuperscript{35} Also, substitutions of just three hydrophobic amino acid positions of the S4 segment of the Shaw channel to the corresponding ones of the Shaker member of the Kv family were enough to switch the gating characteristics of the former channel into those of the latter.\textsuperscript{36} The fact that the S3b segment, the activation gate, and the region encompassing the gating hinge are evolutionarily coupled (Figure 1b) suggests that chimera that include subsequences of these regions and parts of the S4 segment from different channels might indeed switch channel characteristics in a manner that can be rationalized.

In summary, our results demonstrate that along with conservation analysis, a study of correlated mutations is an important part of phylogenetic investigation. Often in such analyses, positions that are not evolutionarily conserved are assumed to have little functional role. Here, we show, however, that certain positions that are evolutionarily variable or only show intermediate conservation (e.g. residues His109 and Lys237 of the S3b and activation-gate regions, respectively) are coupled in a functionally meaningful way (Table 1; Figure 1b). Hence, whereas the functional importance of the S4 helix as the principal carrier of the gating charge\textsuperscript{17,18} is immediately apparent from its conservation profile (Figure 1a), the implied importance of S3b in modulating voltage sensitivity is evident only through its co-variation with other domains that are relevant to gating.

On the basis of our results, we argue that the architectural design of Kv channels, in terms of evolutionary conservation, is two-tiered. The selectivity filter and parts of the pore and inner helices are all evolutionarily constrained to maintain the channel’s hallmark features of selectivity and high throughput\textsuperscript{11,12} (Figure 1a). S4 is also highly conserved to maintain the nominal gating charge. In contrast, the activation gate and parts of the outer helix, the gating-hinge region, and the S3b helix, all of which do not directly control ion selectivity or carry the gating charge, are free to accumulate substitutions in order to change certain gating characteristics. These substitutions are correlated, reflecting the concerted effect of these domains on the gating transition.

Kv channels show a large degree of modularity, with the activation gate, gating hinge, selectivity filter, and voltage sensor occupying different regions of the protein. This modularity contrasts with the apparently more “parsimonious” architecture of the ClC chloride channel, in which the gate
and selectivity filter inhabit the same region. The evolutionary advantage of a modular architecture is that it is possible to introduce modifications to particular functions of the protein without undermining others. For instance, in Kv channels, changes in voltage sensitivity or gating kinetics upon the evolutionary pathway need not interfere with the channel’s selectivity for potassium. With respect to the Kv channel family, whose members respond differently to a large spectrum of voltages, this separation of functionally important regions may have been a highly important evolutionary force shaping the voltage-gated channel structure.

Materials and Methods

Data

We constructed an initial multiple-sequence alignment of a few tens of sequences of Kv channels derived from the SWISS-PROT database. On the basis of this alignment, a hidden Markov model was then constructed, calibrated, and used to search for more Kv channel sequences. From the final list of homologues we removed sequences that showed very high homology to others in the data set, and retained 50 mostly mammalian sequences with a few fly, frog, fish, and chicken representatives. These consisted of Kv1.1-1.6, Kv2.1-2.2, Kv3.1-3.4, Kv4.1-4.3, Kv5.1, Kv6.1-6.3, Kv9.1-9.3, Kv11.1, the KQT members 1–5, the Drosophila melanogaster sequences Shab, Shal, Shaker, and Shaw, and the KvAP sequence.

All sequences except for KvAP were aligned using the CLUSTAL W algorithm using default parameters, and KvAP was then added manually, based on its pairwise alignment with the Shaker Kv channel. Because the N and C termini of the multiply aligned sequences contained many gaps, thus reducing the alignment’s reliability, the sequences were trimmed to produce a core alignment consisting mostly of the transmembrane S1–S6 segments. The final alignment contained the positions corresponding to 138–505 of the Shaker Kv channel.

Phylogenetic reconstruction

An unrooted phylogenetic tree was computed using the maximum-likelihood method Tree-Puzzle, using eight Gamma rate categories, the Muller–Vingron model of amino acid substitution, and default parameters (Figure 3). An alternative tree was constructed using the neighbor-joining method based on Jukes–Cantor distances. The ancestral (now-extinct) sequences were reconstructed on the basis of both trees with the maximum-likelihood program PAML using marginal reconstruction, eight Gamma rate categories, the JTT substitution matrix, and default parameters. Positions in the multiple-sequence alignment that exhibited one or more gaps were discarded owing to the uncertainty in sequence reconstruction at sites with insertion or deletion.

To gauge the extent of change at each position during the evolutionary process, we followed the phylogenetic tree, and for each amino acid position and branch, the differences in amino acid identities were converted to physicochemical distances according to the Miyata substitution matrix. Alternatively, we used a binary matrix, where every change in amino acid identity was given an equal weight of 1 and no change a value of 0.

Calculating entropy

We calculated the entropy (or information content), which is a measure of the heterogeneity of amino acid identities, at each position in the alignment of extinct and extant sequences according to $H(i) = -\sum f_j \ln f_j$, where $f_j$ is the frequency of amino acid $j$ at position $i$. Positions showing entropy lower than 1.1 were eliminated. Such positions were judged to be too conserved, and therefore unlikely to contain enough information for computing correlations.

Calculating correlations among residues

Pearson correlation coefficients ($r$) between the physicochemical distances of each pair of amino acid positions were calculated by taking into account the changes that occurred along all of the branches of the phylogenetic tree. Hence, high correlations are expected for pairs of positions, whose identities change at similar physicochemical magnitudes and at the same evolutionary time. Pairs of positions with $r < 0.5$ were assumed to be poorly correlated and were not further analyzed.

We used the bootstrap method to obtain confidence intervals for the correlation coefficient of every pair of amino acid positions that were not rejected in previous steps. Bootstrapping redrew 400 samples of branches with replacements from the phylogenetic tree, i.e. pairs of evolutionarily related proteins. For each such sample, we calculated the Pearson correlation coefficient for all the positions of pairs. For each pair of positions, these 400 correlation coefficients were then sorted numerically, and the correlation coefficients at the lower ($r_{low}$) and upper ($r_{high}$) 2.5 percentiles were considered to be the lower and upper 95% confidence boundaries. For each pair of positions $i, j$ the trimmed mean $r_{ij}$ of the correlation coefficients in the 95% confidence interval was also computed. Pairs of positions, whose lower 2.5% confidence boundary was $r_{low} < 0.15$ were rejected, as were positions with trimmed means of correlation coefficients $r_{ij} < 0.5$.

As a further test of significance, we discarded pairs of positions if one or both of the residues $i$ in each pair was found to have $\cos(i, i) = 0$ in at least 2.5% of the bootstrap samples. This eliminated correlations that were high simply because of homogenous evolutionary conservation in large parts of the phylogenetic tree.

Principal components analysis

In searching for networks of highly inter-correlated amino acid positions, we subjected the complete set of correlated pairs of positions to principal-components analysis. We constructed a symmetric matrix of all of the correlations identified in the study, where each element $i, j$ of the matrix corresponded to the trimmed mean of correlations between positions $i$ and $j$. Pairs showing low ($r_{ij} < 0.5$) or insignificant ($r_{low} < 0.15$) correlations were assigned a value of 0, and the diagonal elements a value of 1. The matrix was decomposed into eigenvalues and eigenvectors. The eigenvector associated with the eigenvalue of highest magnitude was regarded as the most significant correlated network. Position $i$ was considered to be part of this cluster if
$|e_i| \geq 0.15$, where $e_i$ corresponds to element $i$ in the eigenvector.

**Availability**

The programs used in this analysis are available†.
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Assigning Transmembrane Segments to Helices in Intermediate-Resolution Structures
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ABSTRACT

Motivation: Transmembrane (TM) proteins that form \( \alpha \)-helix bundles constitute approximately 50\% of contemporary drug targets. Yet, it is difficult to determine their high-resolution (< 4 Å) structures. Some TM proteins yield more easily to structure determination using cryo electron microscopy (cryo-EM), though this technique most often results in lower resolution structures, precluding an unambiguous assignment of TM amino-acid sequences to the helices seen in the structure. We present computational tools for assigning the TM segments in the protein’s sequence to the helices seen in cryo-EM structures.

Results: The method examines all feasible TM helix assignments and ranks each one based on a score function that was derived from loops in the structures of soluble \( \alpha \)-helix bundles. A set of the most likely assignments is then suggested. We tested the method on eight TM chains of known structures such as bacteriorhodopsin and the lactose permease. Our results indicate that many assignments can be rejected at the outset, since they involve the connection of pairs of remotely placed TM helices. The correct assignment received a high score, and was ranked highly among the remaining assignments. For example, in the lactose permease, which contains 12 TM helices, most of which are connected by short loops, only 12 out of 179 million assignments were found to be feasible, and the native one was ranked first.

Availability: The program and the non-redundant set of protein structures used here are available at:
http://www.cs.tau.ac.il/~angela
Contact: angela@post.tau.ac.il

1 INTRODUCTION

In recent years, the pace of structure determination of TM proteins has increased, but technical problems related to protein purification and crystallization still hamper TM protein structure determination. Thus, notwithstanding their biomedical importance, less than 30 distinct folds of TM proteins have been solved to date by high-resolution methods such as X-ray crystallography.

Eukaryotic TM proteins form predominantly \( \alpha \)-helix bundles in the membrane. These proteins are composed of TM helices and loops, which are typically located on the internal or external sides of the membrane, and connect pairs of consecutive helices. Structure prediction in this class of proteins often relies conceptually on the two-stage model for their assembly in the membrane (Popot and Engelman, 1990). According to this model, TM protein folding begins with the insertion of the TM segments into the membrane as \( \alpha \)-helices. In the second stage these helices assemble to form a bundle (reviewed in Popot and Engelman, 2000; White and Wimley, 1999).

Some of the factors stabilizing TM protein structures have been elucidated in recent years on the basis of solved structures and biochemical experiments (e.g., Choma et al., 2000; Eilers et al., 2000; MacKenzie and Engelman, 1998; Russ and Engelman, 2000). A number of computational methods have been suggested for positioning and orienting the helices comprising the TM domain with respect to one another (e.g., Adams et al., 1995; Fleishman and Ben-Tal, 2002; Kim et al., 2003; Pellegrini-Calace et al., 2003).

Here, we consider a situation in which the locations of the TM helices in 3D-space can be deduced experimentally. The challenge is then to assign the TM segments in the protein sequence into the corresponding helices in 3D-space. For concreteness, let us focus on proteins that were solved at intermediate in-plane resolution (5 – 10 Å) (Unger, 2001). From these data, one can derive helix positions, as well as their tilt and azimuthal angles with respect to the membrane. However, the individual amino acids cannot be identified, so that the correspondence between the TM segments and the cryo-EM helices cannot be decided unambiguously. So far, no method has tackled this problem.

Providing a solution to the helix-assignment problem is a first step toward modeling of TM proteins. That is, by assigning the TM segments to the helices in the cryo-EM data, conformation space in a modeling exercise can be limited substantially. In addition, helix assignment is directly useful for

*To whom correspondence should be addressed.
structural studies of membrane proteins, as it reveals which helices are in contact with each other, and outlines helices that are located in critical positions, such as around a pore in channels and pumps.

We show here that many putative helix assignments can be eliminated based on the (estimated) maximal lengths of each of the loops in the protein. In addition, we present a novel score function, that was derived on the basis of conformations of loops in $\alpha$-helix bundles (of soluble proteins), in order to rate the capability of loops to connect each pair of helices. Based on this score function, we ranked assignments of 8 TM-protein chains of known structures taken from the Protein Data Bank (http://www.rcsb.org/pdb/), and our results show that the native-state assignment ranks high in many cases.

Terminology and Formal Statement of the Problem.

The sequence of a TM protein of the $\alpha$-helix bundle type, denoted by $S$, is composed of TM and extra-membrane segments, which connect TM segments that are consecutive in the sequence (Figure 1(a)). The locations of TM segments in protein sequences can be predicted fairly precisely on the basis of sequence data alone (Chen et al., 2002). We denote a TM segment, $T_i \in S$, by $T_i = \{t_{i1}, t_{i2}, \ldots, t_{ih}\}$, as an ordered sequence of amino acids from the N- to the C-terminus. Similarly, we denote an extra-membrane segment, $X_i \in S$, by $X_i = \{x_{i1}, x_{i2}, \ldots, x_{ih}\}$, as an ordered sequence of amino acids from the N- to the C-terminus. The length of an extra-membrane segment $X_i$, denoted by $\text{length}(X_i)$, is the number of amino acids in the segment. The maximal distance between two points that can be connected by $X_i$ is denoted by $\text{max\_dist}(X_i) = (\text{length}(X_i) + 1) \times \text{dist}(C\alpha, C\alpha)$, where $\text{dist}(C\alpha, C\alpha)$ is the distance between two consecutive $C\alpha$ atoms, which is typically taken as 3.8Å (Creighton, 1993).

A Helix, $C_i \in C$. Positions, tilt and azimuthal angles of each helix can be extracted from intermediate-resolution cryo-EM maps (Unger, 2001). Canonical $\alpha$-helices are constructed, and made to fit the cryo-EM map. We represent each such helix by a sequence of coordinates of its $C\alpha$ atoms, $C_i = \{c_{i1}, c_{i2}, \ldots, c_{ih}\}$. The membrane can be regarded as a region in 3D bounded by two planes, to which we refer as the inner and the outer planes of the membrane. We define an order on a helix $C_i$ in the sense that $c_{i1}$ is the closest atom to the inner plane of the membrane, and $c_{ih}$ is the closest atom to the outer plane of the membrane. We denote the internal $C\alpha$ atom by $\text{internal}(C_i) = c_{i1}$, and the external $C\alpha$ atom by $\text{external}(C_i) = c_{ih}$.

It should be noted that the positions of helices deduced from cryo-EM in this manner suffer from imprecision. First, the orientation of the helices around their principal axes cannot be derived from the cryo-EM map due to the limited in-plane resolution (typically, 5 – 10Å (Unger, 2001)). Moreover, the low resolution along the axis normal to the membrane plane (12 – 30Å) entails a large distortion in the positions of helices along this axis. For simplicity we avoid dealing with these inaccuracies in the description of our algorithm. However, as described in Appendix A, our program takes the noisiness that results from the limited resolution into account by also testing helix positions that are in the vicinity of those seen in the cryo-EM data.

Formal Definition of Our Goals. Given the secondary structure classification of a TM protein sequence $S = \{T_1, X_1, T_2, \ldots, X_n, T_n\}$ and a set of helix locations in 3D-space $C = \{C_1, C_2, \ldots, C_n\}$, derived from the cryo-EM map, (i) find all the feasible assignments between the $T_i$’s and the $C_i$’s, namely find a permutation $\sigma$ such that for each $1 \leq i \leq n$, $T_i$ is assigned to $C_{\sigma(i)}$, and (ii) attribute a score to each assignment based on its compatibility with the locations of the helices in 3D-space.

In principle, a TM segment can be assigned to a helix in 3D-space with its N- and C- termini on the inner and outer sides of the membrane, respectively, or vice versa. However, it is possible to resolve this ambiguity experimentally. Hence, the number of all the assignments is $n!$. A brute-force approach would require the generation of all these assignments. To reduce this immense computational burden, at the outset we exploit the maximal lengths of the extra-membrane segments to filter out impossible assignments. Suppose we want to match two consecutive segments $T_i$ and $T_{i+1}$ to the helices, $C_h$ and $C_m$, correspondingly, such that the extra-membrane segment $X_i$ lies on the external side of the membrane. A necessary condition for this assignment to be valid is that the maximal length of the extra-membrane segment ($\text{max\_dist}(X_i)$) is longer than the distance between $\text{internal}(C_h)$ and $\text{external}(C_m)$. In the same manner, if $X_i$ should connect the helices on the internal side of the membrane, its maximal length should be larger than the distance between $\text{internal}(C_h)$ and $\text{internal}(C_m)$. Consequently, if this condition does not hold, the assignment should be ignored from the outset.

2 THE ALGORITHM

Our algorithm proceeds in two stages: Pruning by Distance Constraints — construction of an assignment graph that contains only the set of feasible assignments, i.e., assignments in which the maximal lengths of the extra-membrane segments are longer than the distances between the helices that they connect (Figure 1). This stage is followed by Loop Conformation Scoring — attributing scores to the feasible assignments based on their compatibility with the locations of the helices in 3D-space.

2.1 Pruning by Distance Constraints

We wish to filter out as many assignments as possible, without eliminating the right one. For this purpose we construct a directed acyclic graph $G(V, E_{\text{inst}} \cup E_{\text{ext}})$, such as the one in Figure 1(c), where:
\[ V = \{(T_i, C_j) \mid 1 \leq i, j \leq n\}, \]
\[ E_{\text{int}} = \{(T_i, C_j) \rightarrow (T_{i+1}, C_m) \mid \text{dist}(\text{internal}(C_j), \text{internal}(C_m)) \leq \max_{i} \text{dist}(X_i)\}, \]
\[ E_{\text{ext}} = \{(T_i, C_j) \rightarrow (T_{i+1}, C_m) \mid \text{dist}(\text{external}(C_j), \text{external}(C_m)) \leq \max_{i} \text{dist}(X_i)\}. \]

\( V \) stands for the vertices and \( E \) stands for the edges in \( G \). There are two kinds of edges in \( G \): external \( (E_{\text{ext}}) \) and internal \( (E_{\text{int}}) \). There is an edge \( e \in E_{\text{ext}} \), if and only if the two consecutive TM segments \( T_i \) and \( T_{i+1} \) can be matched congruently to \( C_j \) and \( C_m \). Namely, the extra-membrane segment \( X_i \) between \( T_i \) and \( T_{i+1} \) is sufficiently long to connect the two points external \( (C_j) \) and external \( (C_m) \) on the external side of the membrane. The same applies to the \( E_{\text{int}} \) edges where \( X_i \) is sufficiently long to connect internal \( (C_j) \) and internal \( (C_m) \) on the internal side of the membrane.

We construct \( G \) in a bottom-up fashion, i.e., the levels in \( G \) are constructed from the nth to the 1st level (where \( n \) is the number of TM segments in the protein). The kth level in the graph consists of vertices composed of \( T_k \), namely \( \{(T_k, C_j) \mid 1 \leq j \leq n\} \). Given the set of nodes \( \{(T_k, C_j) \mid 1 \leq j \leq n\} \) in the kth level, we construct the \((k-1)\)st level as follows. For each vertex \((T_k, C_j)\) we go over all the helices \( C_i \subset C \setminus \{C_j\} \) and if \( X_{k-1} \) can connect the two helices \( C_i \) and \( C_j \) on the external or internal side of the membrane, we add the vertex \((T_{k-1}, C_i)\) (if it is still missing) to the \((k-1)\)st level, and a directed edge \( e = ((T_{k-1}, C_i), (T_k, C_j)) \), where \( e \in E_{\text{ext}} \) or \( e \in E_{\text{int}} \). Thus, a directed edge \( e \in \{E_{\text{ext}} \cup E_{\text{int}}\} \) can appear only between two consecutive levels. At the beginning, all of the vertices \((T_n, C_j)\) in the nth level are examined against the pairs \((T_{n-1}, C_i)\) where \( C_i \subset C \setminus \{C_j\} \), and created if and only if the above condition holds. After construction of the graph \( G \) we can eliminate all of the nodes between the second to the nth level that do not have at least one entering edge.

A path \( \pi = \{v_1, e_1, v_2, e_2, v_3, \ldots, e_n, v_n\} \) in the graph \( G \) is considered valid if it starts at the first level of \( G \), ends at the nth level of \( G \), and is comprised of an alternating sequence of external and internal edges (either \( e_k \mid k \text{ even} \) are external and \( e_k \mid k \text{ odd} \) are internal, or vice versa). In addition, we require that \( \pi \) does not contain two vertices with the same helix (the \( C_k \)'s in all the vertices \( v_i = (T_i, C_k) \) are distinct). Each valid path \( \pi \) defines a feasible assignment between the TM segments of \( S \) and the helices in \( C \). It will be shown that this pruning phase eliminates many infeasible assignments when the protein contains short loops (namely, loops whose lengths are less than 6).

### 2.2 Ranking the Feasible Assignments

In the following stage, a score is assigned to the feasible assignments that are stored in \( G \) based on the suitability of the loops to connect helices in the structure. Each feasible assignment is a permutation \( \sigma^k \) which assigns the TM segments \( T_1 \ldots T_n \) to the helices \( C_{\sigma^k(1)} \ldots C_{\sigma^k(n)} \), where \( 1 \leq k \leq n! \).

We define the score function \( F \) of a permutation \( \sigma^k \) as follows:

\[
F(\sigma^k) = \sum_{i=1}^{n} f(X_i, C_{\sigma^k(i)}, C_{\sigma^k(i+1)})
\]

where \( f \) scores the suitability of assigning the consecutive TM segments \( T_i \) and \( T_{i+1} \) to helices \( C_{\sigma(i)} \) and \( C_{\sigma(i+1)} \). Namely, \( f \) defines the feasibility of connecting the two helices in 3D-space by \( X_i \).

The problem of adjusting an extra-membrane segment to connect two fixed secondary structures is related to the well-known kinematics problem of loop-closure (Canutescu and Dunbrack, 2003; Manocha and Zhu, 1994; Wedemeyer and Scheraga, 1999; Wojcik et al., 1999; Xiang et al., 2002). However, our problem is slightly different. We wish to rank the assignments instead of predicting the conformation of the extra-membrane loops as in the classic loop-closure problem, since the native extra-membrane segment, which connects the two helices, is unknown. Hence, we seek to define a score for matching the extra-membrane segment to connect the two helices in a way that the native match is assigned the highest score.

The evaluation of \( f \) is based on the length of the extra-membrane segment \( X_i \) and on a statistical analysis we have conducted on solved structures of soluble
proteins taken from the Protein Sequence Culling Server (http://www.fccc.edu/research/labs/dunbrack/pisces/) in a preprocessing phase. We restricted our survey to protein sections comprised of two consecutive helices with a loop region between them, namely to helix-loop-helix motifs, where secondary-structure elements are assigned according to DSSP (Kabsch and Sander, 1983).

The preprocessing phase. We denote the two consecutive helices in a helix-loop-helix motif, by A and B, and the loop region which connects them by L, and set \( l = \text{length}(L) \). Let us examine the helix-loop-helix motifs with the same loop length \( l \) (\( 2 \leq l \leq 7 \)). All of these motifs \((A, L, B)\) were placed in a common orthogonal reference frame, so that the helices \( A \) of all of the motifs overlap. Transforming these motifs to the common reference frame yields a set of points in 3D-space that represents the starting points of the second helices (i.e., \( B' \)'s) relative to the common first helix (i.e., the overlapping \( A' \)’s).

All of these starting points, denoted by \( p_i \) (\( 1 \leq i \leq N \), where \( N \) is the number of helix-loop-helix motifs), were stored in a \( KD \)-tree data structure. Since the lengths of the loops in these motifs have a great impact on the locations of the points, \( p_i \)'s, in 3D-space, these points were stored in 6 distinct \( KD \)-trees which we denote by \( KD_i \), \( 2 \leq l \leq 7 \), one tree per length \( l \). Our results indicate that these points are distributed non-uniformly in 3D-space. For an illustration, Figure 2 shows the starting points in the common reference frame for \( l = 3 \) and \( l = 4 \).

The scoring phase. We compute \( f(X_i, C_{\sigma^*}(i), C_{\sigma^*}(i+1)) \) as follows. We place the two helices \( C_{\sigma^*}(i) \) and \( C_{\sigma^*}(i+1) \) in the common orthogonal reference frame in the same manner as we have done in the preprocessing phase, and obtain the new starting point \( q \) of the helix \( C_{\sigma^*}(i+1) \). Given \( q \) and the starting points of helix-loop-helix motifs with loop length \( x = \text{length}(X_i) \) from the preprocessing phase, the score depends on two criteria: the number of neighboring points in the vicinity of \( q \) and the distances between these neighboring points and \( q \).

Let \( Q \) be a cube centered at \( q \) with side size \((10 \cdot x) \) Å. We query \( KD_x \) to find the points that were stored in the preprocessing phase which occur in \( Q \). \( Q \) represents the region in 3D-space for the clusters of points in the appropriate \( KD \)-tree we wish to examine. The score for this assignment is based on the sum of the distances between \( q \) and the derived points that were found inside \( Q \). The score was constructed with the aim of favoring loops that have been observed many times in the protein database we have used. It is, therefore, defined in the form of a colony function (Xiang et al., 2002), whereby loops in the database that are similar to the query make a more significant contribution to the loop’s score. Formally, \( f(X_i, C_{\sigma^*}(i), C_{\sigma^*}(i+1)) = \sum_{r \in Q} e^{-\text{dist}(q,r)} \).

When \( x \geq 8 \), we do not obtain significant information about the quality of the assignment due to the low frequency of occurrence of long loops in the helix-loop-helix motif in the specified protein database. Thus, for \( \text{length}(X_i) \geq 8 \), we have set \( f(X_i, C_{\sigma^*}(i), C_{\sigma^*}(i+1)) = 0 \).

Given the assignment graph \( G \) that was generated in the pruning phase, we assign a weight, \( \text{weight}(e) = f(X_i, C_{\sigma^*}(i), C_{\sigma^*}(i+1)) \) to each edge in the graph, namely to each \( e = (u, v) \) where \( u = (T_i, C_{\sigma^*}(i)) \) and \( v = (T_{i+1}, C_{\sigma^*}(i+1)) \). \( G \) is an acyclic directed weighted graph. Each valid path in \( G \) defines a feasible assignment, and its score is the sum of the weights of the edges in the path, i.e., \( F(\pi) = \sum_{e \in \pi} \text{weight}(e) \).

3 THE DISTRIBUTION OF END POINTS OF SHORT LOOPS IS HIGHLY NONUNIFORM

Structures of helix-loop-helix motifs (resolution of 2Å or less, and R-factor of 0.3 or less) of soluble proteins were selected from the Protein Sequence Culling Server (http://www.fccc.edu/research/labs/dunbrack/pisces/). To reduce the bias inherent in the Protein Data Bank, only proteins whose sequences were less than 20% identical were selected. The secondary structures were assigned by DSSP (Kabsch and Sander, 1983). We looked only at helix-loop-helix motifs containing two helical regions of at least 8 amino acids each, which are connected by loops of lengths 2 to 7 amino acids (Table 1). The order of the two helices was specified from the N- to the C-terminus. Entries were classified by the loop lengths. Each loop of length \( l \) (where \( 2 \leq l \leq 7 \)) contributed to our analysis a point in 3D-space corresponding to the beginning of helix B. The distribution of the examined points in the common reference frame for short loops (i.e., lengths three and four) is shown in Figure 2. Loops longer than seven were not considered, due to their low frequency of occurrence in our dataset.

<table>
<thead>
<tr>
<th>Loop Length</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of motifs</td>
<td>456</td>
<td>260</td>
<td>171</td>
<td>167</td>
<td>98</td>
<td>36</td>
</tr>
</tbody>
</table>

Table 1. Helix-loop-helix motifs classified by loop length

Helix-loop-helix motifs derived from the Protein Sequence Culling Server and classified by their loop lengths.

The scoring function is greatly dependent on this protein database analysis. To understand why our scoring function performs well (as indicated by the results reported below), consider for example the case where \( l = 4 \) (Figures 2(d-f)), i.e., the loop \( L \) has four \( C\alpha \)'s. In this case \( L \) has 8 degrees of freedom (each \( C\alpha \) contributes two degrees of freedom \( \phi \) and...
psi). By sheer kinematics considerations, if we fix one end of the loop, the reachable space by the other end (we refer to it as the free end) is large, practically limited only by the stretch of the loop (the conformation that has the largest diameter). However, Figures 2(d-f) show that the locus of the free end in length-four loops connecting two helices is limited to a few clusters of points in 3D-space. Our scoring takes advantage of this phenomenon, which is highly significant in loops of lengths two through five, but is still substantially noticeable in loops of lengths up to seven.

4 IMPLEMENTATION

We verified the scoring function by applying it to 8 TM protein chains, whose structures were solved using X-ray crystallography (Table 2). We restricted our study to those chains, whose TM segments did not contain half-helices or loops (except for the glycerol facilitator, as discussed below). Moreover, we did not consider proteins that contain long extra-membrane segments that could form large domains. It should be noted that the results reported below were derived solely from the solved structures of TM proteins.

The algorithm has been implemented for two distinct cases: (i) using accurate data of the locations of helices as derived from the Protein Data Bank; and (ii) using noisy data, i.e., uncertainty with regard to the positions of the helices. In case (i) the algorithm assumes that the helices are located and oriented in their native conformations. In case (ii), the algorithm assumes that the orientations and locations of the helices are known only approximately. However, in real cases, thanks to the cryo-EM data, we will know that the native helices are located in bounded regions. Therefore, we examine all of the possible orientations and locations of the helices in these bounded regions. The exact definition of these regions is provided in Appendix A.

The two implemented cases (using accurate and noisy data) are examined in Table 2 by the number of feasible assignments that remain after the pruning phase and by the rank of the score of the native assignment with respect to other assignments. In most of the examined TM proteins, the table shows that the native assignment ranks very highly, which implies that the combination of the pruning and scoring phases yields a reliable tool for assigning TM segments to helices.

For example, bacteriorhodopsin (1c3w) is composed of 7 helices, and thus has 7! = 5040 possible assignments. The number of feasible assignments that remained after the pruning phase is 44. Applying the score function and sorting all of the 44 assignments by their scores, the native assignment was ranked third. When using the noisy data, the list of feasible assignments expanded, but the rank of the native state (13) did not change dramatically, which implies that our score function deals well with this level of noise.

The strength of the pruning phase is clearly shown for the lactose permease (1pv6), where out of 479 million possible assignments, the number of feasible assignments in both cases (i, ii) was below 13 and the running time was relatively short since the assignment graph ruled out many assignments which were not examined. Our method yielded poor results for the glycerol facilitator (1fx8) due to a 24 residue loop which contains a half TM helix. It is rather encouraging that even in this pathological case the algorithm removed approximately half of the potential assignments (352 out of 720) and ranked the native state to be 119.

5 DISCUSSION

A novel method for assigning TM spans in the sequence of an integral membrane protein to the approximate locations of the helices in 3D-space was presented here. Each of the possible assignments is evaluated based on the compatibility of the extra-membrane segments with the suggested relative locations of the helices. Our results show that in TM proteins with extra-membrane segments of 7 residues or less, the vast majority of the putative assignments can be rejected from the outset, since they involve the connection by short loops of pairs of TM helices that are spatially distant from each other. In the lactose permease, for example, only 12 out of 479 million putative assignments were found to be feasible based on this criterion. The significant reduction in the number of assignments is due to the short lengths of the extra-membrane segments. It demonstrates that, in practice, the complexity of the TM helix assignment problem scales with the lengths of these segments rather than with the number of TM helices.

The feasible assignments are then screened based on the suitability of each of the extra-membrane segments to adopt a conformation that could connect the adjacent TM helices. This is done using a novel knowledge-based score function that was derived from the conformations of loops in helix-loop-helix motifs. Our results show that this function ranks the TM helix assignment of the native structure high among the other feasible assignments. This is best demonstrated with chain H of the cytochrome c oxidase, where the native structure ranks first among the feasible assignments.

In the typical case, the locations of the TM helices in 3D-space will be determined using medium-resolution data, e.g., from cryo-EM studies at in-plane resolutions of 5–10 Å. At such resolution, one can only derive the approximate locations of the TM helices in 3D-space. The results demonstrate that the method is robust to changes in the locations of the TM helices; the native-state assignment ranks high among the feasible assignments, even when using noisy data (Table 2).

Our results are very encouraging in that the problem of TM helix assignment is significantly reduced, and yet in the typical case, the analysis is likely to result in several putative assignments rather than only one. We anticipate that the set of potential assignments may be further reduced based on available empirical data, e.g., from biochemical, molecular and genetic studies. Finally, forward-looking experiments.
may be designed to select the native assignment out of a few possibilities.

The application of the method to oligomeric TM proteins, such as cytochrome c oxidase may complicate the analysis. In the present study, the subunit boundaries were taken as given, but, if these are unknown, it may be necessary to examine various molecular boundaries, which would entail an increase in the dimensionality of the problem.

To demonstrate the method’s usefulness we are applying it to the assignment of the TM helices in the microsomal glutathione transferase 1 (MGST1). This protein is a member of the MAPEG (membrane-associated proteins in eicosanoid and glutathione metabolism) superfamily of TM enzymes (Jakobsson et al., 1999).

MGST1 is a homotrimer, in which each monomer is composed of 4 TM segments. The 3D structure of MGST1 was determined at an in-plane resolution of 6Å using cryo-EM (Holm et al., 2002; Schmidt-Krey et al., 2000). The electron-density map shows three repeats of 4 rod-like densities, which presumably correspond to the 12 TM helices of the homotrimer. Our preliminary results show that only a few assignments are consistent with the structure (data not shown).
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**Table 2.** The performance of the two-stage (pruning and scoring) algorithm using accurate and noisy data

<table>
<thead>
<tr>
<th>Name</th>
<th>PDB</th>
<th>Loop Lengths</th>
<th>n_h</th>
<th>n_pr</th>
<th>(i) Accurate n_f</th>
<th>(i) Accurate rank</th>
<th>(ii) Noisy n_f</th>
<th>(ii) Noisy rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bacteriorhadopin</td>
<td>1c3w</td>
<td>3,14,2,3,10,4</td>
<td>7</td>
<td>5040</td>
<td>44</td>
<td>3</td>
<td>948</td>
<td>13</td>
</tr>
<tr>
<td>Sensory rhodopsin</td>
<td>1h68</td>
<td>7,12,2,3,3,4</td>
<td>7</td>
<td>5040</td>
<td>84</td>
<td>2</td>
<td>512</td>
<td>48</td>
</tr>
<tr>
<td>Cytochrome c oxidase</td>
<td>1oecc</td>
<td>3,5,19,2,7</td>
<td>7</td>
<td>5040</td>
<td>74</td>
<td>7</td>
<td>333</td>
<td>62</td>
</tr>
<tr>
<td>Cytochrome c oxidase</td>
<td>1oee</td>
<td>5,6,1,1</td>
<td>5</td>
<td>120</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Cytochrome c oxidase</td>
<td>1oech</td>
<td>6,19,24,8,4</td>
<td>6</td>
<td>720</td>
<td>236</td>
<td>8</td>
<td>352</td>
<td>119</td>
</tr>
<tr>
<td>Glycerol facilitator</td>
<td>1fx8</td>
<td>7,2</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>Halorhodopsin</td>
<td>1ml2</td>
<td>2,20,2,4,1,5</td>
<td>2</td>
<td>5040</td>
<td>34</td>
<td>5</td>
<td>73</td>
<td>22</td>
</tr>
<tr>
<td>Lactose permease</td>
<td>1pv6</td>
<td>3,2,3,3,3,3,3,1</td>
<td>12</td>
<td>&gt; 10</td>
<td>7</td>
<td>3</td>
<td>12</td>
<td>1</td>
</tr>
</tbody>
</table>

Classification and comparison of the results using (i) accurate helix positions derived from the PDB and (ii) noisy data. The set of TM proteins of known 3D structures that were studied are indicated by their names and pdb entries. The subunit is indicated by the last letter. The proteins are classified by the number of TM helices (n_h), their loop lengths, and the number of possible assignments n_p = n_h!. The results are categorized by the number of feasible assignments (n_f) that remained following the pruning phase and by the position of the native assignment (rank) with respect to other feasible assignments. We ran the program on PC Intel Pentium IV, CPU/2.4GHz, 256 MB RAM, and the running time using the accurate data was below 2 seconds for each of the proteins. When using the noisy data, the running time varied between 8 seconds for 1occ subunit H and 6.5 minutes for 1pv6. Currently we are working on additional TM proteins. The results obtained from processing these cases will be available soon at http://www.cs.tau.ac.il/~angela.


with respect to its axis; (ii) the unknown translation of the helix along its axis.

**Fig. 3.** The detection of helix location in cryo-EM data involves two types of uncertainties: (i) the exact orientation of the helix with respect to its axis is unknown; (ii) the helix derived from the cryo-EM (middle) may shift toward the outer plane (iii) right) or toward the inner plane (iil) left) of the membrane.

We now redefine the score function \( f(X_i, C_{\sigma(i)}, C_{\sigma(i+1)}) \) that was introduced in Section 2.2 to suit the noisiness of the data. For simplicity, we assume that \( X_i \) should connect the two helices in the external side of the membrane. We denote by \( p' \) and \( q' \) the native positions of the external Cα atoms of helices \( C_{\sigma(i)} \) and \( C_{\sigma(i+1)} \) respectively. The above uncertainties may affect \( f \) dramatically, since it strongly depends on the points \( p = \text{external} (C_{\sigma(i)}) \) and \( q = \text{external} (C_{\sigma(i+1)}) \), whose locations are known only approximately. However, the locations of \( p' \) and \( q' \) are restricted to bounded regions as shown below.

Let us examine the surface where \( p' \) can possibly be located accounting for the imprecision in the model. We call this surface the envelope of \( p \) and denote it by \( E(p) \) (the same discussion applies to \( q' \)). \( E(p) \) is defined as follows (the numbering corresponds to the numbers for imprecision): (i) \( p' \) can be located on a circle in 3D-space centered at the helix axis (Figure 3(i)); (ii) \( p' \) can be located in the range \( [p - v \cdot 2.5, p + v \cdot 2.5] \) where \( v \) is the unit vector that coincides with the helix axis toward the external side of the membrane (Figure 3(ii)). It follows that \( E(p) \) has a cylindrical envelope shape with radius 2.5Å (typically, radius of a helix) and its height is set to 5Å.

Given \( p \) and \( q \) as specified above, each pair of points \( p_k \in E(p) \) and \( q_j \in E(q) \), can be regarded as the external Cα atoms of the native helices. We pick uniformly distributed random points \( p_k \in E(p) \) and \( q_j \in E(q) \) and transform the helices \( C_{\sigma(i)} \) and \( C_{\sigma(i+1)} \) so that \( p \) and \( q \) will coincide with \( p_k \) and \( q_j \), respectively (without changing their axes’ directions). The transformed helices are denoted by \( T_k(C_{\sigma(i)}) \) and \( T_j (C_{\sigma(i+1)}) \). To account for this imprecision, we modify the score function \( f \) to be: \( \max_{k \in E(p), j \in E(q)} f(X_i, T_k(C_{\sigma(i)}), T_j(C_{\sigma(i+1)})) \).

It can be shown that in order to cover the envelope \( E(p) \) adequately, we need to sample \( n = 135 \) points on \( E(p) \). By adequately we mean that with high probability (> 0.98), the native point \( p' \) will be at distance \( \epsilon = 1 \)Å at most from at least one of the samples points in \( E(p) \).
Fig. 2. The distribution of the starting points of helices $B$’s in 3D-space derived from the helix-loop-helix motifs $(A, L, B)$ with loop lengths 3(a-c) on the left and 4(d-f) on the right. The black spot marks the origin of the common reference frame. Figures (a,d) display the points together with their least-mean-square (LMS) plane. The view point of figures (b,e) is the normal to the LMS plane. Figures (c,f) present a view from the side on the LMS plane. It can be seen that the starting points of 3 amino acids loops create a torus-like shape in 3D-space.
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Summary
Gap junction channels connect the cytoplasms of opposed cells via an intercellular conduit formed by the end-to-end docking of two hexameric hemichannels called connexons. We used electron cryomicroscopy to derive a three-dimensional density map at 5.7 Å in-plane and 19.8 Å vertical resolution, allowing us to identify the positions and tilt angles for the 24 α helices within each hemichannel. The four hydrophobic segments in connexin sequences were assigned to the α helices in the map based on biochemical and phylogenetic data. Analyses of evolutionary conservation and compensatory mutations in connexin evolution identified the packing interfaces between the helices. The final model, which specifies the coordinates of Cα atoms in the transmembrane domain, provides a structural basis for understanding the different physiological effects of almost 30 mutations and polymorphisms in terms of structural deformations at the interfaces between helices, revealing an intimate connection between molecular structure and disease.

Introduction
A gap junction channel is formed by the end-to-end docking of two hexameric hemichannels or connexons (Kumar and Gilula, 1996). Each hexamer is formed by six connexin subunits (Cascio et al., 1995) that are composed of four hydrophobic transmembrane (TM) segments designated M1–M4 from the N- to the C terminus (Milks et al., 1988). The intercellular pore of gap junction channels is roughly 15 Å in diameter and allows transport of cytoplasmic secondary messengers, thereby mediating signaling and ion current flow between neighboring cells. Over the past several decades, the important role that gap junctions play in coordinating tissue and organ physiology, e.g., in the heart, ear, skin, and pancreas, has been increasingly recognized (Harris, 2001). A number of genetic conditions in humans and mouse models involving the skin, neurodegenerative and developmental diseases, and most cases of nonsyndromic hereditary deafness have been attributed to mutations in connexins (reviewed by Kelsell et al., 2001).

We previously used electron cryomicroscopy (cryo-EM) and image analysis to solve the structure of a recombinant gap junction channel formed by a C-terminal truncation mutant of Cx43. The three-dimensional (3D) density map at 7.5 Å in-plane resolution revealed the close packing of 24 α helices within each connexon (Unger et al., 1999). Since publication of the original map, improvements in the data analysis have allowed calculation of a map with 5.7 Å in-plane and 19.8 Å vertical resolution. Each of the helices is clearly resolved from its neighbors in the TM domain, and the helices’ centers of gravity are also discernible, allowing accurate determination of the helix positions, tilt, and azimuthal angles. However, even in this improved map, connecting loops remained largely undefined either because of limitations in the vertical resolution (in the nonhelical structure of extracellular loops) or disorder (in the cytoplasmic domains). This precluded direct assignment of the helices in the map to the TM domains in the connexin sequence. Consequently, the molecular basis for ionic conduction, channel permeability, and gating properties among the various connexin isoforms could not be inferred directly from the cryo-EM map (Harris, 2001).

However, there is a large body of biochemical and biophysical evidence (reviewed by Harris, 2001) that provides insight into the TM boundaries for M1–M4 and subunit topology (Bennett et al., 1994) and the identities of the pore-lining helices (Kronengold et al., 2003; Skerrett et al., 2002; Zhou et al., 1997). We used these data to assign the TM segments M1–M4 to the helices observed in the cryo-EM map (Unger et al., 1999). We then combined the helix positions, tilt, and azimuthal angles from the improved cryo-EM map with computational methods for the analysis of evolutionary conservation and hydrophobicity of amino acid residues (Fleishman et al., 2004b) to generate a Cα trace model of the 24 helices in the connexon. Even though the cryo-EM map corresponds to Cx43, our analysis was based on the human Cx32 sequence since there is a wealth of biochemical, mutational, and genetic data for this isoform. Modeling Cx32 on the basis of the Cx43 structure is justified because the two proteins exhibit 50% sequence identity in the predicted TM residues of M1–M4 (Yeager and Gilula, 1992). Moreover, various connexins assemble to form heteromeric connexons (Harris, 2001). It is therefore very likely that connexins share a common architecture, at least in the TM domain. Consequently, the model we describe should serve as a template for other connexins.

Our approach followed that used by Baldwin et al. (1997) to predict the structure of the TM domain of vertebrate rhodopsin based on a cryo-EM map at 9 Å in-
plane and 16.5 Å vertical resolution (Unger et al., 1997). The model of rhodopsin was shown to be quite accurate (Bourne and Meng, 2000) when compared to the subsequent high-resolution X-ray structure (3.2 Å rmsd) (Palczewski et al., 2000). We have used a similar approach (Fleishman et al., 2004b), which relies on the assumption that conserved amino acid residues preferentially pack at helix-helix interfaces, whereas the positions that face the lipid or the pore lumen are variable (Baldwin et al., 1997). In addition, it is unfavorable for charged residues to face the lipid, except for the terminal helical turns, where charged positions may interact favorably with the polar-headgroup region. Where conservation and hydrophobicity did not suffice to produce an unambiguous conformation, we applied a computational tool for identifying pairs of positions that exhibit correlated evolution, which is often associated with contact formation in the protein’s tertiary structure (Fleishman et al., 2004a; Gobel et al., 1994). We thus computed a structure for the entire TM domain of the gap junction hemichannel.

Results

Helix Assignment
Analysis of superimposed cross-sections from the TM density of one connexon (Figure 1) revealed the following helix tilts (Table 1): 9.1° (A), 15.6° (B), 27.5° (C), and 29.2° (D). The contoured sections identified section 29 (second from the top in Figure 1B) as being the last section of helix A that exhibited significant density. Based on the necessity that the aqueous pore be shielded from the membrane lipids, we concluded that section 29 was located close to the cytoplasmic boundary of the membrane. Densities past section 29 for helices B, C, and D likely represented parts of the cytoplasmic domains (N-tail, C-tail, and the M2-M3 cytoplasmic loop).

There are 24 different assignments of the hydrophobic domains M1–M4 to the four helices in the cryo-EM map (Nunn et al., 2001). At the outset, we stress that no single helix assignment can be reconciled with all of the experimental data on connexins (Harris, 2001). This is in part due to the channel’s plasticity and the heterogeneity of methods and connexin isoforms on which relevant studies were based. Our approach has therefore been to use primarily the cryo-EM map together with data on hydrophobicity and evolutionary conservation. We relied on other experimental evidence to provide support only in cases where there was substantial agreement between different studies. With Figure 1 as a reference, the following describes clues from different sources that were used to derive an assignment of helices A–D to the TM segments M1–M4 in the connexin sequences.

The substituted-cysteine accessibility method (SCAM) (Karlin and Akabas, 1998) demonstrated that specific residues on M1 as well as in the N-terminal part of E1 are accessible for labeling by water-soluble sulfhydryl reagents (Krongold et al., 2003; Skerrett et al., 2002; Zhou et al., 1997). A detailed analysis showed that M3 was the major pore-lining helix (Skerrett et al., 2002). Notably, both M1 and M3 contain several evolutionarily

<table>
<thead>
<tr>
<th>Helix</th>
<th>Tilt and Azimuthal Angles</th>
<th>Positions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \theta )</td>
<td>( \phi )</td>
</tr>
<tr>
<td>A (blue)</td>
<td>9.1</td>
<td>0.0</td>
</tr>
<tr>
<td>B (green)</td>
<td>15.6</td>
<td>28.0</td>
</tr>
<tr>
<td>C (yellow)</td>
<td>27.5</td>
<td>90.0</td>
</tr>
<tr>
<td>D (red)</td>
<td>29.2</td>
<td>60.0</td>
</tr>
</tbody>
</table>

Colors refer to Figure 1. Positions a14, b14, a24, and b24 were derived from the grid shown in Figure 1 using (0,0) as common origin. With \( z \) pointing towards the observer, sections 14 and 24 are located 28 Å and 48 Å from the center of the extracellular gap. The values for the azimuthal angles \( \phi \) were derived by centering orthogonal \( x,y \)-coordinate systems at the a14, b14 positions for each of the helices and measuring the angles between the \( x \)-axis, oriented parallel to \( b \), and the projected paths of the helices connecting the points (a14, b14) and (a24, b24). Positive \( \phi \) angles were measured counterclockwise from \( x \) in the direction of \( y \). The values for the tilt angles \( \theta \) were measured as the angle between the projected path of the helices and the \( z \) axis. The estimated axes assume that the \( \alpha \) helices are straight.
Figure 2. Connexin Architecture and Amino Acid Conservation

(A) The sequence of human Cx32 color-coded according to evolutionary conservation using the ConSeq server (Berezin et al., 2004), with turquoise-through-maroon corresponding to variable-through-conserved positions (see color bar). The hydrophobic segments M1–M4 are marked on the sequence.

(B) Membrane topology of Cx32. Acidic and basic amino acids in the TM domain are marked red and blue, respectively. The transmembrane segments M1–M4 and the two extracellular loops E1 and E2 are indicated. Two aromatic residues are colored magenta. Numbers indicate the positions of the extramembrane domain boundaries. Part of the C terminus was truncated.

(C) As indicated in the schematic model (left), four cross-sections evenly distributed within the membrane region of one connexon were evaluated. The approximate total areas facing the aqueous pore (blue), the membrane lipid (yellow), and neighboring helices (orange) were estimated in each section for each of the four helices A–D. The orientations of the pie charts are arbitrary. As suggested in Figure 1, this representation clearly reveals that only helices B and C have access to the aqueous pore. Furthermore, each of the helices has a characteristic accessibility pattern that was used in combination with the conservation profile of (A) to assign each helix to a specific TM sequence (see text).

Conserved charged residues (Figure 2A). The important role of M3 in lining the pore is also suggested by the amphipathic pattern of its conserved polar and charged amino acids (Milks et al., 1988). In contrast, M2 is devoid of any charges, and M4 contains a single Glu residue at position 208 toward the cytoplasmic domain, which is likely to be outside the hydrophobic core of the bilayer (Figure 2B).

Hence, without committing to the specific identities of the pore-lining helices, a generalized assignment for
M1 and M3 could be made by assessing which of the helices in the structure had access to the aqueous pore. From Figure 1, it was clear that only helices B and C lined the aqueous pore, which suggested that these segments corresponded to M1 and M3. However, this first assignment step did not allow us to distinguish between the two possible alternatives. Nevertheless, if M1 and M3 corresponded to helices B and C, then it followed that helices A and D corresponded to TM segments M2/M4 in the connexin sequence.

After division of the four TM segments into two groups (i.e., B/C = M1/M3 and A/D = M2/M4), the number of options for a specific assignment could be limited by a comparison of connexin amino acid sequences using an approach similar to Baldwin’s analysis of the G protein coupled receptor family (Baldwin, 1993). Specifically, residues in the lipid-facing positions of TM helices were the least conserved among the receptors. A similar analysis based on 60 connexin sequences (Berezin et al., 2004) showed that the relative conservation of the TM segments was M2 > M4 and M1 > M3 (Figure 2A). We reasoned that evolutionary variability within the TM segments indicated that amino acid residues in these positions were not very important for helix packing and were therefore more likely to face the membrane lipid or the large pore lumen.

A specific helix assignment could then be made by assessing the extent to which the \(\alpha\) helices in the structure had access to the lipid and the aqueous pore. Cross-sections similar to those shown in Figure 1 were chosen throughout the membrane-spanning part of one connexon (Figure 2C). In each cross-section, we estimated what part of each of the helices faced the aqueous pore, packed against neighboring helices, or was exposed to the lipid. Helix C was found to be more exposed to the aqueous pore than B. Hence, of the M1/M3 pore-lining pair, the highly conserved M1 most likely corresponded to B, and M3 to the major pore-lining helix C. A similar analysis showed that helix D was more exposed to the lipid environment than was helix A (Figure 2C). Therefore, of the M2/M4 lipid-exposed pair, the conserved M2 most likely corresponded to the more buried helix A, and M4 to the lipid-exposed helix D.

Interestingly, the evolutionary conservation of M3 showed a decrease in the central part of the bilayer (Figure 2A), which coincided with an increase in the exposure of helix C to the pore lumen (Figure 2C). Similarly, the conservation of M4 decreased toward the cytoplasmic side, correlating with an increase in its exposure to the membrane.

**Helix Orientations**

Canonical \(\alpha\) helices were constructed based on the parameters defined in Table 1 (Figure 3). A starting C*-model for the 24 \(\alpha\) helices in the hexameric connexon was built using the assignment M1 = B, M2 = A, M3 = C, and M4 = D. We used an exhaustive search and scoring function to sample the rotational orientation of each of the helices around their principal axes, while maintaining 6-fold symmetry around the channel axis (Fleishman et al., 2004b). This search yielded the optimal conformation shown in Figure 4A. It is evident that helices M3 and M4 show a very clear evolutionary variability versus conservation signal, with the variable residues mapping to one helical face. Indeed, the optimal conformation placed all of the evolutionarily variable positions of M3 and M4 in lumen- or lipid-exposed positions, respectively, whereas conserved faces were packed inside the protein core.

In contrast to M3 and M4, the residues in M1 and M2 are homogeneously conserved (Figure 2A), so that the orientations around their principal axes cannot be determined reliably on the basis of conservation alone. Correlated amino acid evolution has been used previously to identify interresidue contact (e.g., Gobel et al., 1994). The underlying assumption was that pairs of residues that form contact undergo dependent evolution, i.e., a substitution in one position would induce the other to change in order to maintain the protein fold.

To detect correlations, we applied a method that was especially designed for treating intermediate-sized protein families (Baldwin, 1993). Specifically, residues in the lipid-facing positions of TM helices were the least conserved among the receptors. A similar analysis based on 60 connexin sequences (Berezin et al., 2004) showed that the relative conservation of the TM segments was M2 > M4 and M1 > M3 (Figure 2A). We reasoned that evolutionary variability within the TM segments indicated that amino acid residues in these positions were not very important for helix packing and were therefore more likely to face the membrane lipid or the large pore lumen.

A specific helix assignment could then be made by assessing the extent to which the \(\alpha\) helices in the structure had access to the lipid and the aqueous pore. Cross-sections similar to those shown in Figure 1 were chosen throughout the membrane-spanning part of one connexon (Figure 2C). In each cross-section, we estimated what part of each of the helices faced the aqueous pore, packed against neighboring helices, or was exposed to the lipid. Helix C was found to be more exposed to the aqueous pore than B. Hence, of the M1/M3 pore-lining pair, the highly conserved M1 most likely corresponded to B, and M3 to the major pore-lining helix C. A similar analysis showed that helix D was more exposed to the lipid environment than was helix A (Figure 2C). Therefore, of the M2/M4 lipid-exposed pair, the conserved M2 most likely corresponded to the more buried helix A, and M4 to the lipid-exposed helix D. Interestingly, the evolutionary conservation of M3 showed a decrease in the central part of the bilayer (Figure 2A), which coincided with an increase in the exposure of helix C to the pore lumen (Figure 2C). Similarly, the conservation of M4 decreased toward the cytoplasmic side, correlating with an increase in its exposure to the membrane.

**Structural Features**

It is difficult to provide a detailed structural interpretation of the model at this resolution since the computed structure does not contain information regarding side chain conformations. Moreover, we estimate that the orientations of the helices around their principal axes may vary by up to 40°. Nevertheless, even at this level of uncertainty, it is possible to provide a rough description of the factors that stabilize the structure.

The lipid-exposed residues of M2 and M4 are mostly hydrophobic. In fact, these helices are devoid of charged amino acids, except for Glu208 on M4 (Figures 2B and 5A). This residue is just two amino acid positions from the cytoplasmic side of the protein. Hence, it is not exposed to the membrane environment and, due to the tilt of helix M4, might be surrounded by water from the cytoplasm. Position Arg22 on M1 faces the protein core on the cytoplasmic side of the protein (Figure 5B). Likely, this position “snorkels” (von Heijne, 1996) to the cytoplasmic side of the lipid bilayer according to the positive-inside rule (von Heijne, 1989). Another possibility is that Glu208 and Arg22, which are oriented toward one another, form a salt bridge.

Most of the charged residues in M1 and M3 are posi-
Figure 3. Fit of Canonical α Helices to the Cryo-EM Density Map of the Gap Junction Channel
Top and side views of one connexon showing the fit of canonical α helices (gold) to the cryo-EM density map of Cx43 (blue), according to the helix-axis parameters provided in Table 1. The left and right pairs are wall-eyed and cross-eyed stereo views, respectively.

...tioned where they could extend their side chains into the pore lumen (Figure 5B). Arg142 and Glu146 on M3 are only partly pore lining, and interact in part with helix M1, in register with Arg32 of M1. Possibly, the two charged positions of M3, which are one helical turn above each other, form a salt bridge. Being roughly in register with one another, the three charged positions form a thin (4–5 Å) polar belt around the pore lumen about two-thirds of the way from the cytoplasmic to the extracellular ends of the TM domain (Figure 5B). Charged residues in the extracellular loops have been shown to be determinants of charge selectivity in gap junctions (Trexler et al., 2000). It is possible that this polar belt plays a secondary role in charge selectivity.

Roughly in register with one another, a number of conserved polar residues are found throughout the pro-

Figure 4. A Model for the Structure of the Gap Junction Connexon
(A) Conservation is color-coded as in Figure 2A. Helices were rotated around their principal axes and evaluated according to a scoring function that (1) favors the burial of conserved and charged amino acids in the protein interior and (2) the exposure of variable positions to the pore lumen or the lipid. Hydrophobic segments M3 and M4 show a clear conservation signal, with a well-defined variable face. Yellow spheres indicate putative specificity determinants, all of which map to pore-lining positions, where they may modulate permeability and conductance. Significantly, specificity determinants span five helical turns on the M3 segment in support of its role as the major pore-lining helix.

(B) M1 and M2 are almost homogeneously conserved (Figures 2A and 4A) and were oriented using a method for the detection of correlated positions (Fleishman et al., 2004a). Positions in the juxtamembrane domain (three positions from the end of the hydrophobic stretch at most) were assumed to extend the α helix (colored magenta). Correlated positions are connected by solid lines. The three correlated pairs of positions on M1 and M2 were assumed to interact, so the helices were rotated manually for these positions to be roughly in proximity. The orientation of M3 around its principal axis was determined solely on the basis of evolutionary conservation (Figure 4A), but the two pairs of correlations between positions on M3 and M2 are congruent with the orientation of M3, serving as partial verification of this helix’s orientation around its principal axis. A sixth correlation between Gln99 (M2) and Val210 (M4) could not be reconciled with the model.
Figure 5. Structural Features of the TM Domain of the Gap Junction Connexon

(A) Polar and charged amino acid residues in the protein interior. The polar residues (yellow spheres) are roughly in register and could be involved in the formation of a network of hydrogen bonds that would stabilize interhelical contacts. Acidic and basic residues in the protein interior and facing the pore lumen are indicated by red and blue spheres, respectively. Arg22 is near the boundary of the hydrophobic domain and could be accessible to the cytoplasmic side of the membrane (von Heijne, 1989). Glu208 also resides at this boundary and is likely to be exposed to the cytoplasm. The pore-lining charged residues form a slender (4–5 Å) belt of charge around the pore lumen. None of the charged residues is exposed to the membrane.

(B) Aromatic residues on M3 and M4 are shown as purple spheres. The two Phe positions on M4 coincide with the position of a protrusion of density on helix D in the cryo-EM map (Unger et al., 1999). Stacked aromatic residues have been shown to generate such protrusions of density (Henderson et al., 1990). The clustering of aromatic residues from M3 and M4 could stabilize interhelical contacts. Furthermore, the ridge of aromatic residues on M3 could serve to shield the water-filled pore from the lipids in this region of the protein structure, in which helices are not tightly packed.

Protein core (yellow spheres in Figure 5A). An attractive hypothesis is that these residues form a hydrogen bonding network to stabilize interhelical contacts. This could explain why many of these positions are intolerant to substitution; even fairly conservative mutations at these positions have been implicated in disease. We note, however, that no terms in the scoring function used to orient the helices around their principal axes favored a particular hydrogen bonding pattern among amino acid residues (Fleishman et al., 2004b).

Significantly, the criteria used for orienting M3 and M4, i.e., evolutionary conservation and hydrophobicity (Fleishman et al., 2004b), did not take into account interactions among aromatic residues. Nevertheless, a prominent structural feature of the model is the clustering of five conserved Phe residues near the extracellular side of the bilayer between helices M3 and M4 (Figure 5C), which may stabilize interhelical contacts. There is also a ridge of aromatic residues on M3 that extends almost without interruption between the extracellular and the intracellular ends of the channel, from Trp133 on the cytoplasmic side to Phe149 on the extracellular side of the bilayer (Figure 5C). Notably, the density map shows that helices C (M3) and B’ (M1) are separated by a relatively large distance (Figure 1). This ridge of aromatic residues could shield the water-filled pore from the lipid.

It is also notable that the previous (Unger et al., 1999) and current cryo-EM maps show a relatively large “shoulder” of density on helix D toward the extracellular side of the gap junction channel. Such protrusions of density can arise from stacked aromatic residues in intermediate-resolution maps (Henderson et al., 1990). A map of bacteriorhodopsin that we computed at the resolution of the gap junction map (5.7 Å in-plane and 19.8 Å vertical) showed a thickening of density corresponding to Phe153 and Phe156 in helix E (data not shown). Although aromatic residues are present in all four TM segments of connexins, only M4 contains two conserved Phe residues near the extracellular side of the bilayer (positions 190 and 193) that occupy the same helical face (magenta circles in Figure 2B). In contrast, helix M2 contains only one aromatic residue (Trp77) in its extracellular part. While it is not an ultimate proof, the interpretation of the shoulder of density on helix D provides independent support for the assignment of helix D to M4 and the orientation of this helix around its principal axis.

Specificity Determinants

Gap junction channels manifest very little ionic selectivity and yet do show differences in ionic preferences between different connexin isoforms. Based on this behavior, one would expect that pore-lining residues would vary among different types of connexins (paralogs) but be conserved for identical connexins in different species (orthologs) (Harris, 2001). Such positions are termed specificity determinants, as their identities determine the specific functional behavior of the given channel.

We analyzed the connexin sequences to identify putative specificity determinants. Connexins of similar functions in different species (orthologs) are the products of speciation events, whereas those with different functions (paralogs) arise from gene duplication (Graur and Li, 1999). It is therefore expected that orthologous sequences would cluster in the termini of the phylogenetic tree, whereas the events leading to paralogy would be reflected in deeper nodes. Thus, using a phylogenetic tree (Yang, 1997) and reconstructed ancestral sequences (Schmidt et al., 2002), we automatically traced the evolutionary history of each amino acid position in
Figure 6. The Distribution of Disease-Causing and Benign Polymorphisms in the Gap Junction Model

(A) The model provides an explanation for the differential effects of mutations that cause nonsyndromic hereditary deafness, erythrokeratodermia variabilis (EKV), and polymorphisms in the TM domain. Physicochemically conservative disease-causing mutations (e.g., Val for Ile) were colored red, and radical polymorphisms (e.g., Ser for Tyr) were colored green. As expected, conservative disease-causing mutations all map to structurally dense regions of the protein, whereas the radical polymorphisms map to more spacious regions.

(B) Similarly, 11 of 13 conservative Charcot-Marie-Tooth (Fischbeck et al., 1999) causing mutations (red spheres) map to structurally packed regions, whereas only two such mutations (orange spheres) map to pore-lining or lipid-exposed helix faces.

We identified five putative specificity determinants on regions of the protein structure. A list of all of the mutations shown in Figure 6 is available upon request and at http://ashtoret.tau.ac.il/~sarel/GJ.html.

The Locations of Mutations and Polymorphisms

To see whether the model can provide insight on the molecular basis for the effects of mutations that have been reported clinically, we analyzed mutations related to skin, deafness, and developmental diseases that are documented in the Connexin-Deafness Homepage (http://www.crg.es/deafness). The logic underlying our analysis is that mild substitutions such as Val for Ile will cause disease only if they occur in regions of the protein that are structurally well packed. Similarly, radical substitutions such as Ser for Tyr will only be tolerated if they occur in structurally spacious regions.

Figure 6A displays the structure of the gap junction hemichannel with all 11 physicochemically conservative substitutions of Cx26 causing nonsyndromic deafness and erythrokeratodermia variabilis (EKV) in red, and the two radical but benign substitutions (polymorphisms) in green. Strikingly, all mutations indeed map to structurally packed regions, whereas both polymorphisms map to either the pore region or the lipid-exposed face. Analysis of all 13 mild substitutions of Cx32 causing Charcot-Marie-Tooth (CMT) neuropathy (Fischbeck et al., 1999) (Figure 6B) reveals a similar pattern, with only two disease-causing mutations (orange) mapping to spacious regions of the protein structure. A list of all of the mutations shown in Figure 6 is available upon request at http://ashtoret.tau.ac.il/~sarel/GJ.html.

Discussion

Determining the positions of amino acid residues in the gap junction channel has defied experimental approaches for many years. In part, this is due to the complicated organization of gap junctions when compared to other membrane channels whose structures have been solved. That is, gap junction channels are composed of two connexons in separate membranes and can form different channel varieties depending on the types of connexins that are associated within a connexon.

We used a cryo-EM map of the gap junction channel (Figure 1) to guide the positioning of model α helices in the membrane (Figure 3). The four hydrophobic segments M1–M4 in the connexin sequence were assigned to the helices according to biochemical and evolutionary evidence. The orientation of each of the helices around its principal axis was then computed by analyses of evolutionarily conserved (Figure 4A) and correlated amino acid substitutions (Figure 4B). The resultant conformation placed positions that we identified as specificity determinants in pore-lining locations, as expected (Figure 4A).

We note that the validity of the model is entirely contingent on the assignment of the hydrophobic segments, M1–M4, to the helices A–D in the cryo-EM map (that is, A = M2, B = M1, C = M3, and D = M4). While no single assignment is completely in harmony with all available
biochemical evidence (Harris, 2001), the assignment we have used is compatible with a large body of data.

Several different lines of evidence have converged in the computation and verification of the model. The agreement between these methods is encouraging, but the model should be treated only as an approximation. In fact, there are some inherent inaccuracies in the modeling. For instance, the effective resolution of the cryo-EM map perpendicular to the membrane plane is only 19.8 Å, thereby precluding accurate vertical positioning of the helices. However, the helices are all relatively short, and their tilt angles are fairly small (Table 1). Hence, it is reasonable to position the geometric centers of the helices in the middle of the membrane-spanning part of the cryo-EM map. We note that the correlated pairs of positions are roughly in register (Figure 4B), as are the polar amino acids in the protein core (Figure 5A), serving as support for the positions of the helices’ geometric centers.

Another complication is that the limited resolution of the cryo-EM map does not allow us to detect deviations from α-helicity. Nevertheless, the fit of canonical α-helices to the cryo-EM map is energetically reasonable (Nunn et al., 2001), and the map does not show any kinks in the TM domain. For comparison, large kinks have been observed in the cryo-EM map of vertebrate rhodopsin at 9 Å in-plane resolution, which still yielded a correct assignment for the positions and orientations of the helices (Baldwin et al., 1997). We cannot rule out the existence of small kinks and bulges at this resolution (Li et al., 1999), but these would likely have only a local effect on the resultant model (Fleishman et al., 2004b).

The limited vertical resolution of the cryo-EM map also does not reveal the connecting loops between the TM helices, thus precluding the unambiguous assignment of the molecular boundary of each connexin subunit. There are two reasonable subunit boundaries, encompassing either the helices marked as ABCD or A’B’CD in Figure 1. Certainly, more experiments are needed to distinguish these alternatives, and the model provides a detailed structural template for testing these possibilities biochemically. Nevertheless, it is important to note that this ambiguity regarding the connexin subunit boundary is independent of and does not adversely affect the assignment of TM sequences to the helices in the cryo-EM map (i.e., A = M2, B = M1, C = M3, and D = M4).

We are encouraged that the model provides an explanation why substitutions at certain positions can lead to disease (mutations), whereas in other positions, substitutions result in no apparent phenotype (polymorphism). Helices M1 and M2 are considerably more sensitive to mutations than M3 and M4, consistent with the tighter packing of M1 and M2 according to the model (Figure 6). The somewhat higher incidence of mild disease-causing mutations toward the cytoplasmic ends of M1 and M2 coincides with a closer approach of these two helices in this region. We note that sequence conservation alone is not as informative as the model in identifying the portions of the sequences in which substitutions would have deleterious consequences (Figure 6). That is, residues on M1 and M2 are all highly conserved (Figure 2A), but only substitutions in relatively narrow segments on these helices, which are packed in the protein interior, result in disease. Given the striking compatibility of data on mutations and polymorphisms with the model, it appears that the effects of a significant fraction of disease-causing mutations in the TM domain may be explained quite simply in terms of deformations of local structure at the interfaces between helices.

Without a model that explicitly defined amino acid positions, it has been difficult previously to plan rational biochemical experiments. Many studies tested connexin chimeras by swapping large segments from various isoforms (e.g., Hu and Dahl, 1999; Oh et al., 2000; Trexler et al., 2000). While such approaches have provided important insight into broad characteristics, such as charge selectivity and channel permeability, they do not provide an understanding of fine structural and functional details. In recent years, scanning mutagenesis and SCAM provided more detailed information (e.g., Kronengold et al., 2003; Skerrett et al., 2002; Zhou et al., 1997). Nevertheless, without a detailed model, it has not been possible to assess their reliability within one consistent structural framework. Another difficulty in interpreting results from SCAM analyses is that negative results at particular positions (i.e., no labeling) cannot be reliably associated with inaccessibility of these residues. As the labeling reaction depends very strongly on the local environment, neighboring side chains might obstruct accessibility to an otherwise pore-lining position.

The model we describe provides the first integration of a large body of biochemical, mutational, structural, and computational data on the structure of gap junction channels. The model should prove valuable for deriving testable hypotheses related to structure and function. For instance, the model provides certain clues regarding the factors that stabilize interhelical contacts and the determinants of connexin oligomerization. Studies on the roles of the pore-lining positions in affecting channel permeability and selectivity may also be focused with the help of the model, in particular to the residues that we identified as putative specificity determinants (Figure 4A). Moreover, the model can guide studies on the folding of individual connexins and their association to form connexons. A fascinating prediction of the model is that the phenotypic effects of a disease-causing mutation on one helix can be rescued by a substitution on a neighboring helix.

Experimental Procedures

Electron Cryomicroscopy and Image Analysis
Preparation of two-dimensional crystals, cryo-EM, and lattice straightening were performed as described before (Unger et al., 1999). A list that contained the data from 69 crystalline areas was edited to exclude measurements where the sampling of reciprocal space was too sparse to allow a meaningful fit of lattice lines. The final fit was limited to a maximum z* value of 0.065 Å⁻¹ generating 1734 unique structure factors compared to 1022 that were included in the previous reconstruction (Unger et al., 1999). Using image data with signal-to-noise ratios ≥1.8, the overall merging phase residual for each crystal was <25° compared with the entire data set. The 3D map was computed using an inverse B factor of ~350. Analysis of the point-spread function indicated a maximum in-plane resolution of 5.7 Å and a vertical resolution of 19.8 Å.

Sequence Data
80 connexin sequences were obtained from SWISS-PROT (Bairoch and Apweiler, 2000) and aligned using CLUSTAL W (Thompson et
The topology of Cx32 was determined experimentally (Milks et al., 1998). Definition of the N- and C-termini of the four TM segments (Bennett et al., 1994) was adjusted slightly to include hydrophobic stretches that were as long as possible. That is, we eliminated positions from the hydrophobic segments’ termini that were occupied by polar or charged amino acids in any of the sequences in the multiple-sequence alignment of 60 homologs. The resulting topology and boundaries of the hydrophobic stretches are shown in Figures 2A and 2B.

Scoring Function

The conformational search was performed using the scoring function described by Fleishman et al. (2004b). In brief, this scoring function favors the burial of evolutionarily conserved amino acid positions in the protein core and the exposure of variable positions to the lipid or the pore. Conformations that expose charged amino acids to the lipid milieu are penalized. Since the gap junction pore is relatively large, pore-lining and lipid-exposed residues were treated equally as unburied positions, with no need for introducing modifications to the functions. However, since charged residues can be exposed to the lumen of the pore with no consequence on desolvation energy, we abolished the penalty for exposure of charged positions on the pore-lining helices M1 and M3 (Figure 5B). Each conformation was scored according to the following equation:

\[
\text{Score} = \sum_{i} \left( B_i^r - \frac{1}{2} |H_i - C_i| \right),
\]

where \( B_i \) quantifies the extent of burial of amino acid \( i \) in the protein core (Fleishman and Ben-Tal, 2002). It assumes values of 0 to 1; 1 signifying complete burial against another helix, and 0 complete exposure to the lipid or the pore lumen. The function is computed by iterating over all of the helices in the structure other than the one on which \( i \) is located, and taking into account \( i \)’s distance from, and orientation with respect to, each of these helices. \( B_i \) is then taken as the maximum of the values calculated for each of the helices (Fleishman and Ben-Tal, 2002; Fleishman et al., 2004b). Thus, high values of \( B_i \) imply that \( i \) is in close contact with another helix, whereas low values indicate that it is not interacting with any of the helices.

The \( C_i \) values are the normalized evolutionary-rate scores assigned by Rate4Site (Figure 2A) (Berezin et al., 2004; Pupko et al., 2002). High-through-low values of \( C \) are assigned to variable-through-conserved positions, respectively. Proline residues are ignored in calculating the conservation scores, as they are often conserved due to kinks they induce in the helix secondary structure rather than due to the formation of interhelical contacts (Baldwin et al., 1997).

\( H_i \) is the free energy of transfer from water to lipid of amino acid \( i \) according to the Kessel and Ben-Tal scale (Kessel and Ben-Tal, 2002). \( H_i \) values are taken into account only if they are greater than 7 kcal/mole, and only for residues \( i \) that are exposed to the membrane, i.e., for which the burial scores \( B_i \) are less than 0.5. Thus, the hydrophobicity scale serves as a significant penalty on the exposure of the most polar residues to the membrane environment. The terminal turns (4 amino acid residues) from each side of the TM segments were ignored in computing this penalty, since the polar environment at the lipid-water interface could accommodate these residues (von Heijne, 1989).

Conformational Search

Canonical C^2-trace models of four \( \alpha \) helices were constructed according to the helix-axes parameters derived from the cryo-EM map (Table 1), and their geometric centers were placed at the hypothetical membrane midplane. The amino acid identities of positions in the hydrophobic segments M1–M4 were assigned to the relevant positions on these helices. The channel’s axis of symmetry was inferred from the map (Figure 1), and 6-fold symmetry around this axis was strictly maintained throughout all conformational searches. Hence, only the rotation angles around the principal axes of each of four helices comprising a single connexin were explored, and applied to all 24 helices.

Each helix was rotated around its principal axis independently, the channel’s axis of symmetry was strictly maintained throughout all conformational searches.
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Gap junctions form intercellular channels that mediate metabolic and electrical signaling between neighboring cells in a tissue. Lack of an atomic resolution structure of the gap junction has made it difficult to identify interactions that stabilize its transmembrane domain. Using a recently computed model of this domain, which specifies the locations of each amino acid, we postulated the existence of several interactions and tested them experimentally. We introduced mutations within the transmembrane domain of the gap junction-forming protein connexin that were previously implicated in genetic diseases and that apparently destabilized the gap junction, as evidenced here by the absence of the protein from the sites of cell-cell apposition. The model structure helped identify positions on adjacent helices where second-site mutations restored membrane localization, revealing possible interactions between residue pairs. We thus identified two putative salt bridges and one pair involved in packing interactions in which one disease-causing mutation suppressed the effects of another. These results seem to reveal some of the physical forces that underlie the structural stability of the gap junction transmembrane domain and suggest that abrogation of such interactions bring about some of the effects of disease-causing mutations.

Gap junction channels are formed by the docking of two hemichannels or connexons from adjacent membranes (1). Each connexon comprises six connexin subunits (2), proteins which are encoded by ~20 isoforms in the human genome (3). All connexins contain four transmembrane (TM) segments (M1–M4), whose N and C termini are located in the cytoplasm (4). The channels are ~15 Å in diameter at their narrowest point (5), allowing the transport of ions and secondary messengers. They are expressed in nearly all vertebrate tissues and that abrogation of such interactions bring about some of the effects of disease-causing mutations.

have been implicated in several diseases. For example, mutations in the gene encoding connexin 32 (Cx32; gene symbol GJB1) cause X-linked Charcot-Marie-Tooth disease, a common form of inherited motor and sensory neuropathy (7), and mutations in the gene encoding connexin 26 (Cx26; gene symbol GJB2) are responsible for a large proportion of cases of severe to profound non-syndromic hearing loss (8).

The structure of the gap junction has been solved only at intermediate resolution, revealing the approximate locations of each of the α-helices comprising the TM domain (5) but not the locations of its constituent amino acids. As with many other human membrane proteins that lack bacterial homologs, structural analyses of connexins have been impeded by the absence of an atomic resolution structure (9). In particular, the effects of disease-causing mutations on gap junction structural stability have not been probed experimentally, and it has been difficult to design and interpret biochemical experiments on the structural aspects of connexins relating to individual amino acid residues. Instead, studies have focused on connexin domains (10–13), and normally, pairwise relationships among residues have not been detected other than by serendipity (14).

The model structure may serve as a template for the approximate positions of α-carbons in the TM domain, was recently proposed (see Fig. 1) (17). Because the TM domain of connexins has been well conserved through evolution (17, 18), this model structure may serve as a template for all connexin isoforms, although the various isoforms are likely to exhibit slightly different helix-packing interactions. Hence, by specifying which residues are located in proximity to one another, the model can serve as a basis on which to formulate explicit hypotheses on interactions between amino acid positions.

We have studied several hypotheses of interactions between residue pairs by probing the localization of mutated human Cx26 and Cx32 that were C-terminally fused to green fluorescent protein (GFP) and expressed in HeLa cells that do not express endogenous connexins (19). Connexin trafficking to and insertion into the plasma membrane is dependent on several factors and processes, among them is the proper folding and oligomerization of the protein (20); substantial disruption of the protein stability could therefore result in mislocalized protein. We introduced single and double mutations into the connexin TM domain. A destabilizing mutation would show aberrant localization outside the plasma membrane. However, a carefully chosen second-site mutation could stabilize the mutated protein and retrieve the wild-type localization at the
sites of cell-cell apposition. This procedure is similar in spirit to the double-mutant cycle (21) and to second-site suppression assays (22). In all of these analyses, if the phenotypic effects of one mutation are found to depend on whether or not the other is mutated as well, this will indicate that the two amino acid sites interact (23). It should be noted that these experimental assays cannot, on their own, distinguish between direct physical interactions of a pair of positions and indirect interactions mediated via other residues (24). However, the model structure, although approximate, helped us to constrain the possible explanations. Based on the results of the mutation analyses, we identified the most likely justification for the observed phenotypes by computing approximate models of the side chains of interacting residues. We thus detected, for the first time, interactions that apparently stabilize contacts between TM helices in connexins; abrogation of these interactions leads to aberrant phenotype and disease.

EXPERIMENTAL PROCEDURES

In general, we followed the experimental procedures presented in Ref. 37.

Cloning—Genomic DNA of each of the genes, GJB2 (Cx26) and GJB1 (Cx32), was double-digested with HindIII and KpnI and cloned into a pEGFP-N1 expression vector (Clontech, Palo Alto, CA). The sequences of Cx26 and Cx32 were aligned (17) to generate a model of the gap junction formed by Cx26 monomers (Protein Data Bank code 1txh) (17) reports only the positions of α-carbons, assuming that each TM segment forms a canonical α-helix. The model guided the mutation analyses by suggesting which residues form physical interactions. Amino acid positions that were mutated in Cx26 (top) and Cx32 (bottom) are indicated by spheres. Blue and red spheres represent the positions of positively and negatively charged amino acids, respectively; yellow spheres represent polar residues. One-letter codes for the amino acids are shown: E, Glu; K, Lys; N, Asn; R, Arg; and S, Ser. This and all other molecular representations were generated using MOLSCRIPT (38) and rendered with Raster3D (39).

Mutant Connexin Expression Constructs—Mutations were introduced into the open reading frame of human GJB1 and GJB2 genomic DNA (subcloned into a pEGFP plasmid) by PCR site-directed mutagenesis using the QuikChange kit (Stratagene, La Jolla, CA). DNA extracted from single colonies was sequenced at the Tel-Aviv University Sequencing Unit (Faculty of Life Sciences) using the ABI 3177 DNA sequencer (PE Biosystems, Foster City, CA). A DNA template of one single mutation of each set of mutations was used with the mutagenic primers of the second mutation in the same set to generate the double mutants.

Cell Cultures and Transfections—Communication-deficient HeLa cells, which do not express endogenous connexins, were kindly provided by Prof. David Kelsell (University of London). The cells were grown in low-glucose Dulbecco’s modified Eagle’s medium supplemented with 10% fetal-calf serum, antibiotics (100 μg/ml penicillin/streptomycin), and glutamine (290 μg/ml) in a humidified atmosphere containing 5% CO₂ at 37 °C. The cells were plated onto six-well plates on coverslips and incubated for 24 h to 60–70% confluence.

HeLa cells were transiently transfected using Lipofectamine 2000 (Invitrogen) according to the manufacturer’s instructions with modifications. The amount of reagent was reduced by half and incubated mixed with an equal volume of Neowater (Do-Coop Technologies, Or Yehuda, Israel) for 5 min at room temperature. This mixture and plasmid DNA were incubated separately in OptiMEM for 5 min and combined for another 20 min at room temperature. HeLa cells (60–70% confluence) were washed with OptiMEM and incubated with the combined Lipofectamine/plasmid DNA solution at 37 °C. After five hours, the transfection medium was removed from the cells to prevent toxicity, and cells were incubated in medium without antibiotics overnight.

Cellular Localization—Cells were fixed with either 4% paraformaldehyde for 20 min or with 100% ethanol (−20 °C) for 5 min and mounted on slides using Gel Mount (Biomedia, Foster City, CA). A comparison of the phenotypes using either fixation agent revealed no observable differences (data not shown). The data presented in the paper are based on paraformaldehyde as the fixation agent, as was done, e.g., in Refs. 14 and 37. Slides were observed through a Leica TCS SP2 AOPS confocal microscope. For each of the fluorescence images shown here, we examined the phase-contrast image to identify the regions of apposition between cells. The phase-contrast and fluorescence images are available as supplemental data.

Structural Modeling—The template structure of the TM domain of the gap junction, comprising Cx32 monomers (Protein Data Bank code 1txh) (17), was used as a starting point. Backbone atoms were added to this model using the Biopolymer module of the InsightII program (Accelrys, San Diego, CA). The sequences of Cx26 and Cx32 were aligned (17) to generate a model of the gap junction formed by Cx26 monomers. Side chains were then added to both structures using default parameters. Steric clashes were ignored at this stage. The rotameric states of Lys-22 (Cx26), Arg-32, and Arg-142 (Cx32) were examined manually, and rotamers were selected that minimized distances from the putative salt bridge partners, while also minimizing steric clashes with other parts of the protein.
RESULTS

A Salt Bridge between the M1 and M3 Pore-lining Helices—A region of the model structure that showed particular promise for this approach was the interface between the M1 and M3 pore-lining helices, where a triad of charged positions (Arg-32, Arg-142, and Glu-146 of Cx32) is located (Fig. 1). These three positions (the first two occupied by basic residues and the last by an acidic residue) are highly conserved throughout all connexins. In theory, the Arg and Glu residues, which are reciprocally charged and are near the water-filled pore lumen, could be involved in stabilizing electrostatic interactions; it has been estimated that salt bridges embedded in water can add nearly 1 kcal/mol to protein stability (25, 26).

We investigated the possible existence of an interaction between Arg-32 and Glu-146 by reversing the charges of these positions singly and doubly in Cx32 (Fig. 2A) (Table 1). Both single mutants, R32E and E146R, were localized outside the plasma membrane, which might be indicative of protein misfolding. Interestingly, a similar charge-reversing mutation, E146K in Cx32, was implicated in Charcot-Marie-Tooth disease (27). Remarkably, the double mutant R32E/E146R, which re-establishes charge complementarity between M1 and M3, restored membrane localization. The compensation suggests that the two residues interact. Given the model structure, it is likely that this interaction involves a salt bridge that stabilizes the interface between M1 and M3 (Fig. 1).

We also investigated the existence of an alternative interaction between Arg-142 and Glu-146. Here too, both single mutants were mislocalized. Despite the proximity between positions 142 and 146, however, the R142E/E146R double mutant did not elicit wild-type localization.

To explain this pattern of phenotypes, we examined the connexin model structure and explored the possible rotameric states (i.e. conformations) of the side chains of Arg-32, Arg-142, and Glu-146 (Fig. 2B). One of the rotamers of Arg-32 complied with the formation of an interhelical salt bridge with Glu-146. By contrast, none of the potential rotameric states of the side chain of Arg-142 could interact with Glu-146 without generating steric clashes with other parts of the protein. Hence, guided by the mutation assays, modeling of the side chains provided putative mechanistic explanations of the observed localization phenotypes. However, it should be borne in mind that this explanation is based on the model that the localization assay is attempting to support and that correct modeling of side chains is highly sensitive to the accuracy of the Cα model structure (28).
Although wild-type connexins are membrane-localized, our images show fluorescence also outside the membrane, even in wild-type connexin (e.g. Fig. 1). Localization of wild-type connexins outside the membrane, in addition to the existence of gap junction plaques, have been observed in other studies involving overexpressed connexins, and it has been suggested that the cytoplasmic fraction of the protein is at least in part localized in aggresomes (29). The important point to notice from the perspective of the current study is that, along with the localization of some of the protein in the cytoplasm, wild-type and doubly mutated connexins are localized in the plasma membrane, whereas the single mutants are not.

A Salt Bridge at the Intercellular Part of the TM Domain—The charged residues of another pair, Lys-22 (M1) and Glu-209 (M4) of Cx26, face one another in the model structure, potentially forming a salt bridge (Fig. 1). These positions are conserved throughout the connexin family to basic and acidic identities, respectively. Mutations in both positions of the homologous Cx32 were implicated in Charcot-Marie-Tooth disease (30, 31). Our results show that, in Cx26, the single mutant E209R is mislocalized (Fig. 3A), similar to the disease-causing mutation to Lys in the homologous Cx32 (30). By contrast, K22E was properly localized in the plasma membrane (Table 1). The double mutant K22E/E209R rescued the aberrant localization phenotype of E209R and restored wild-type localization in the plasma membrane, suggesting that the two positions interact probably through an interhelical salt bridge. However, the normal localization of K22E, where no salt bridge can be formed, suggests that additional forces contribute to stabilization of this region. We did not detect similar compensation when testing this double mutant in Cx32 (data not shown), possibly because of subtle sequence and structure differences between these isoforms (Lys-22 in Cx26 is aligned with Arg-22 in Cx32). It is nevertheless very likely that the overall structure and salt bridge interactions present in Cx26 are also present in Cx32 (17, 18). It should be noted that, although compensation is a sign of physical interaction, lack of compensation (as in Cx32) does not necessarily indicate that the residues are remote (discussed in Refs. 32 and 33).

Further examination of the model structure in light of the results of the localization assay revealed one choice of rotamers for the modeled side chains of Lys-22 and Glu-209, where the car-
boxyl and amino moieties of the side chains could point toward one another and are roughly 4–5 Å apart (Fig. 3B). The two positions are located at the end of the presumed hydrophobic core of the membrane on the cytoplasmic side (Fig. 1) and thus are likely to be exposed to the polar headgroups and the water in this environment. Embedded in water, this salt bridge is also expected to have stabilizing energetic effects on the folding of the protein (25, 26). It is instructive that the model structure provides a framework for understanding why one of the single mutants has deleterious effects on stability, whereas the other does not (Fig. 3A). The E209R mutation not only replaces the charge in this position but also adds to the side chain length, destabilizing the structure by bringing a positive charge from position 209 into the vicinity of the endogenous positively charged Lys-22 as well as by adding the potential for forming steric clashes. The compensating K22E mutation places two negative charges in the same region. However, because of the significant length difference between the side chains of Lys and Glu, the charges are more distant from one another in comparison to the distance between these residues in the wild type, reducing the effects of same-charge repulsion. By contrast, the above-mentioned Arg→Glu mutations in positions 32 and 142 did not show wild-type localization (Fig. 2A). The model offers an explanation for this difference in phenotypes as well. Whereas the interface between Arg-32 and Glu-146 on the pore-lining helices M1 and M3 is quite tight (Fig. 2B), increasing the effects of same-charge repulsion, the interface between M1 and M4, where positions Lys-22 and Glu-209 are located, is less tight (Fig. 3B). One Disease-causing Mutation Compensates for the Aberrant Localization Phenotype of Another—Another pair of residues, Ser-139 (M3) and Asn-206 (M4) of Cx26, is particularly relevant because of its involvement in a genetic disease (34, 35). Mutations in these two amino acids also demonstrate a pattern of localization phenotypes suggestive of an interaction. Theoretically, interactions between these polar positions could result from hydrogen bonding or steric packing (Fig. 1). The localization assays showed that the S139N mutant was mislocalized, whereas N206S exhibited wild-type localization (Fig. 4A) (Table 1), although altered voltage-gating properties in this latter mutant have been reported (36). Interestingly, both of these mutations were implicated in nonsyndromic hearing loss (34, 35). When this pair is doubly mutated, however, one disease-causing mutation compensates for the effects of the other, restoring wild-type localization (Fig. 4A). Although the model suggests that the two residues are oriented toward one another (Figs. 1 and 4B), the modeled side chains do not appear to be in direct contact (~6–7 Å apart). This is mainly because of a difference in the register along the axis vertical to the plane of the membrane, precluding the formation of a hydrogen bond. Hence, interpretation of the localization assay in light of the model suggests that the interaction between these residues results from packing with intermediate amino acid positions (24). Whereas the S139N mutation adds to the volume at the interface between helices M3 and M4, resulting in mislocalization, the N206S mutation compensates for this increased volume and restores membrane localization in the double mutant.

DISCUSSION

Lack of an atomic resolution structure of the gap junction has made it extremely difficult to conduct biochemical investigations within a consistent framework (9). Here, we used a model based on an intermediate resolution structure (17) to formulate testable hypotheses to uncover some of the physical forces underlying the stability of the connexin TM domain at the molecular level. When use of this model is coupled with carefully planned mutagenesis, competing structural explanations may be resolved and mechanistic understanding improved.

Second-site suppression assays need to strike a fine balance...
between the dual goals of introducing a mutation radical enough to elicit an aberrant phenotype, on the one hand, but one that does not cripple the protein so completely as to preclude its rescue by a second-site mutation, on the other hand. Thus, two of the three sets of mutants targeted positions that are situated in spacious regions of the model structure (Arg-32 and Glu-146 of Cx32; and Arg-22 and Glu-209 of Cx26), where they are not expected to induce extensive changes to the packing of the helices. In these sets, we used radical charge-reversal substitutions. In another set of mutants, involving positions that are packed inside the core of the helix bundle (Ser-139 and Asn-206 of Cx26), we tested substitutions that were physicochemically mild to reduce the chances that they would bring forth global changes to the protein structure. In all of these sets, clinical and some biochemical data suggested that the effects of the mutations would be observable in our assays.

Based on compensation assays, we suggested atomic models for several amino acid residues, thus refining the structural model of the gap junction TM domain, which specified only the locations of $\alpha$-carbons (17). It is notable that, since the publication of the intermediate resolution structure of the gap junction in 1999 (5), it has not been supplanted by an experimental atomic resolution structure. Systematic compensation studies could thus provide constraints that specify the nature of the interactions between amino acid residues on apposed helices. In particular, using experimental assays (13) such as electrophysiology and dye-transfer, it may be possible to test mutations that involve more subtle physicochemical changes than those attempted here, including mutations that only change the steric properties of the side chain, e.g. Val $\rightarrow$ Ile. Based on such studies, it might be possible to provide an atomic resolution description of much of the connexin TM domain, circumventing, in part, the impediments to obtaining an experimental atomic resolution structure (9).

Here, we have focused on connexin localization, and the capacity of doubly mutated connexins to form functional gap junctions that conduct ions, secondary messengers, metabolites, etc., should also be examined. Intriguingly, the three sets of compensatory mutations reported here indicate that elimination of specific interhelical contacts might be the cause of a number of connexin-related genetic diseases. The fact that the localization phenotype can be restored by second-site mutations suggests that it might be possible to rescue the aberrant localization of some mutated connexins by applying small molecules that stabilize the structure of the TM domain.
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Quasi-symmetry in the Cryo-EM Structure of EmrE Provides the Key to Modeling its Transmembrane Domain
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Small multidrug resistance (SMR) transporters contribute to bacterial resistance by coupling the efflux of a wide range of toxic aromatic cations, some of which are commonly used as antibiotics and antiseptics, to proton influx. EmrE is a prototypical small multidrug resistance transporter comprising four transmembrane segments (M1–M4) that forms dimers. It was suggested recently that EmrE molecules in the dimer have different topologies, i.e. monomers have opposite orientations with respect to the membrane plane. A 3-D structure of EmrE acquired by electron cryo-microscopy (cryo-EM) at 7.5 Å resolution in the membrane plane showed that parts of the structure are related by quasi-symmetry. We used this symmetry relationship, combined with sequence conservation data, to assign the transmembrane segments in EmrE to the densities seen in the cryo-EM structure. A Cα model of the transmembrane region was constructed by considering the evolutionary conservation pattern of each helix. The model is validated by much of the biochemical data on EmrE with most of the positions that were identified as affecting substrate translocation being located around the substrate-binding cavity. A suggested mechanism for proton-coupled substrate translocation in small multidrug resistance antiporters provides a mechanistic rationale to the experimentally observed inverted topology.
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Introduction

Bacterial multidrug resistance is a growing challenge to medical treatment, with previously harmless bacteria inducing life-threatening infections.¹ One of the mechanisms for the acquisition of multidrug resistance is the active extrusion of toxic compounds from the bacterial cell through membrane transporters. Efflux of toxic compounds is driven either by ATP hydrolysis, as in the ABC transporter superfamily,² or by coupling the extrusion of toxic compounds to the inward movement of protons down their electrochemical gradient, as in the small multidrug resistance (SMR) family of antiporters. Of the SMRs, EmrE is a representative from Escherichia coli, which has been extensively characterized structurally, phylogenetically, and biochemically.³,⁴ These analyses have provided evidence that EmrE contains four transmembrane (TM) segments that form α-helices.⁵,⁶

A recent electron cryo-electron microscopy (cryo-EM) analysis of 2D crystals of EmrE bound to one of its substrates, tetraphenylphosphonium (TPP⁺), clearly resolved the eight α-helices comprising the EmrE dimer at an in-plane resolution of 7.5 Å and 16 Å perpendicular to the membrane plane.⁷ However, at this resolution, the individual amino acid residues were not observed, and the TM segments could not be assigned unambiguously to

Abbreviations used: SMR, small multidrug resistance; TM, transmembrane; cryo-EM, cryo-electron microscopy; TPP⁺, tetraphenylphosphonium.
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the densities representing the α-helices. The 2D crystals of EmrE bind TPP7 with the same high affinity as detergent-solubilized EmrE, and EmrE in the native E. coli membrane,4,8 so it is thought that the cryo-EM structure of EmrE is a faithful representation of the protein’s physiological conformation. Quasi-symmetry between six helices was detected around an axis lying within the plane of the membrane, suggesting that the EmrE monomers might assume dual topology in the membrane, with the monomers arranged in an inverted or upside-down manner with respect to one another.7 In contrast, no obvious symmetry relationship was observed around axes perpendicular to the membrane plane in either the 3D structure or a previous 2D projection map.9

Two atomic-resolution X-ray structures of EmrE have been solved in recent years. The first structure at 3.8 Å resolution appears to have trapped the molecule in an unphysiological state,16 and is incompatible with much of the biochemical data on this protein.11 Recently, another X-ray structure of EmrE was solved at 3.7 Å resolution,12 which included one molecule of bound substrate TPP+ per dimer. However, it has been argued that this structure too may not be physiologically relevant,13 for three main reasons. (i) The X-ray structure is very different from the cryo-EM structure of EmrE.12 (ii) Several key residues that were shown to be critical for substrate binding are not in a position to bind substrate in the structure. For instance, it was demonstrated by different experimental approaches that Glu14 residues from both monomers are crucial for translocation, participate in substrate and proton binding,14–19 and are in proximity to one another.20 By contrast, the X-ray structure shows that Glu14 from only one monomer forms partial contact with substrate and the two glutamate residues are over 20 Å apart. (iii) Evolutionary conservation has been shown to be a powerful predictor of helix orientations in integral membrane proteins, with conserved amino acid positions usually occupying locations that are buried in the protein core, whereas lipid-facing positions are evolutionarily variable;21–28 the X-ray structure of EmrE orients many conserved positions (Figure 1(a)) towards lipid, and conversely, variable amino acids are placed at helix–helix interfaces.29

The difficulties that have arisen in determining a high-resolution structure of EmrE that accounts for the body of experimental evidence and recent data supporting the dual topology of EmrE and other members of the SMR family,30,31 gave us the impetus to try to understand the cryo-EM structure through modeling strategies. The proposal of the dual topology architecture of EmrE contradicts previous experimental data that suggested EmrE had one unambiguous topology,32 but could obviously have crucial implications for structural modeling. Here, we show that the most straightforward structural interpretation of dual topology, i.e. that EmrE is arranged as an anti-parallel homodimer, provides the key for determining a model of EmrE based on the cryo-EM structure.

Results

Quasi-symmetry and helix assignment

The assignment of the two sets of four hydrophobic segments seen in the sequence of EmrE to the eight helices observed in the cryo-EM structure is potentially the most significant hurdle in the structural modeling (theoretically having 4 × 8! = 161,280 different permutations).7 However, if a symmetry relationship existed between two parts of the structure, this problem could be greatly simplified (to 2 × 4! = 48 permutations). The previous analysis of the cryo-EM structure of EmrE identified symmetry between two parts of the structure around an axis of symmetry within the plane of the membrane, but there were no symmetry relationships around axes perpendicular to the membrane plane.7 Recent data suggesting dual topology in EmrE molecules provide additional support for the in-plane 2-fold symmetry axis.30,31 Indeed, several integral membrane proteins contain two structurally related domains that are related by a rotational axis of quasi-symmetry within the membrane plane (e.g. GlpE,32 CIC,34 and SecYEβ35).

To derive the most likely helix arrangement for EmrE, four pieces of experimental data were used. (1) Positions of α-helices were based on the cryo-EM structure.7 (2) The continuous density between the ends of helices F and H suggested that they were adjacent in the amino acid sequence (Figure 1(b)).7 (3) The two monomers in the EmrE dimer are represented by A-D and E-H, based upon the symmetrical relationship between A-B-C and H-G-F, correspondingly (Figure 1(b)). (4) Densities A-B-C-F-G-H that form the substrate-binding chamber are composed of helices M1, M2, and M3, because amino acid residues that are involved in substrate binding and translocation are found only in these three helices (Table 1). These data alone were insufficient to give a conclusive model, so evolutionary conservation was used to guide the assignment of sequence segments to helices. The rationale behind the use of evolutionary conservation for helix assignment is that residues that are packed against other helices are conserved during evolution, since even minor substitutions in such positions often weaken interhelix contacts and adversely affect protein function.21,22,25–28,36 Conversely, lipid-exposed positions are expected to be generally accommodating to sequence variability. Hence, we correlated the conservation of sequences with the extent of burial of each of the helices observed in the cryo-EM structure against other helices to constrain the possible assignments.

We found that the most informative helices in the cryo-EM structure were C and F, which are related to one another by the in-plane symmetry axis
These helices are unique in EmrE, because one half of each helix is buried on all sides by other helices and the other half is exposed to lipid on only one of its faces; of the four hydrophobic segments, only M3 contains conserved amino acid residues in this identical pattern. The N terminus of M3 is highly conserved, implying it is packed on all sides by other helices, but its C terminus shows a helical periodic pattern of variable residues, suggesting that one face is lipid-exposed (Figure 1(a)). In Figure 1(b), the most lipid-exposed, C-terminal portion of M3 is represented by the right-hand (distant) end of C and the left-hand (near) end of F.

The assignment of M3 to C and F is supported partly by the observation that M3 is predicted by our analysis to be the longest hydrophobic stretch (23 residues compared to 18 or 19 for the other TM segments, Figure 1(a)) paralleling its assignment to the most tilted helices in the structure. Further
Table 1. Summary of experimental data gathered on residues of helices M1 to M4 of EmrE, and locations of those residues in the model structure

<table>
<thead>
<tr>
<th>Residue</th>
<th>Environment predicted from model</th>
<th>Activity data</th>
<th>Environment of label</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1 Ty4</td>
<td>Substrate chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Ile5</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Tyr6</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Leu7</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Gly8</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Gly9</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Ala10</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Ile11</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Leu12</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Ala13</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Glu14</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Val15</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Ile16</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Gly17</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Thr18</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Thr19</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Leu20</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td>Met21</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constrained</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constrained</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constrained</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constrained</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constrained</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constrained</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constrained</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constrained</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constrained</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constrained</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Constrained</td>
<td>2</td>
</tr>
<tr>
<td>M2 Val34</td>
<td>Substrate chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Gly35</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Thr36</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ile37</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ile38</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Cys39</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Tyr40</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Cys41</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ala42</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ser43</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Phe44</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Trp45</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Leu46</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1 (continued)

<table>
<thead>
<tr>
<th>Residue</th>
<th>Environment predicted from model</th>
<th>Activity data</th>
<th>Environment of label</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2 Leu47</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ala48</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Gly49</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Thr50</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Leu51</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ala52</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>M3 Ile58</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ala59</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Tyr60</td>
<td>Binding chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ala61</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ile62</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Trp63</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ser64</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Gly65</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Val66</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Gly67</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ile68</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Val69</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Leu70</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ile71</td>
<td>Chamber</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ser72</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Leu73</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Leu74</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ser75</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Trp76</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Gly77</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Phe78</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Phe79</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Gly80</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>M4 Ala87</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ile88</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ile89</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Gly90</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Met91</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Met92</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Leu93</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ile94</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Cys95</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ala96</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Gly97</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Val98</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Leu99</td>
<td>Lipid facing</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
<tr>
<td>Ile100</td>
<td>Interhelix contact</td>
<td>++ = wt</td>
<td>Accessible</td>
<td>1</td>
</tr>
</tbody>
</table>
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support is provided by the observation that the M3 N terminus contains several sequence signatures that would favor flexibility of the helix backbone, correlating with a kink in helix C observed in the cryo-EM structure (Figure 1(b)). These sequence signatures include (Figure 1(c)): (a) the presence of two highly conserved glycine residues in positions 65 and 67; (b) the observed substitution of position Ser64 with glutamate residues in other SMR members; and (c) the fact that position Ala61 is substituted by proline in several homologues. Notably, proline residues in multiple-sequence alignments of TM domains have been shown to be indicators for kinks, even in cases where the sequence of the protein, for which a structure is available, does not exhibit a proline. Although these sequence features would favor flexibility of the helix backbone, the segment does not necessarily exhibit a kink and, thus, helix F is seen to be mostly straight in the cryo-EM structure (Figure 1(b)).

Given the assignment of M3 to helices C and F, and the experimental constraints listed above, there is only one solution for the assignment of the remaining helices. As the termini of helices F and H are apparently connected by density on the side of the structure away from the viewer in Figure 1(b) (indicated by an arrow), and based on the assignment of the portion of F near the connection to H to be the N terminus of M3, then helix H must be M2. Since the M2–M3 interconnecting loop is predicted to contain only five amino acid residues (Figure 1(a)), it might be rigid and could, therefore, be visible in the cryo-EM structure. If M2 is helix H, then, by symmetry, helix A is also M2. Multiple sources of biochemical data have implicated residues on M1 as crucial for substrate binding and translocation; given the assignment of M2 and M3 above, M1 must occupy the symmetry-related B and G helices around the translocation chamber. In contrast, amino acid residues in M4 are not involved directly in substrate binding or translocation (Table 1). The lack of data implicating residues on M4 in substrate binding is in agreement with the location of helices D and E, separated from the substrate-binding chamber by helices C and F. Finally, the helix assignment suggested here (M1 = B,G; M2 = A,H; M3 = C,F, and M4 = D,E) is consistent with constraints imposed by the short interconnecting loops observed in the EmrE sequence (Figure 1(a)) on the distances between the helix ends seen in the cryo-EM structure. In addition to this most likely helix assignment, we tested each of the 47 other permutations against the known functional data on EmrE, the interconnecting loop lengths, and SMR evolutionary conservation. None of these other permutations fit the aggregate data on EmrE nearly as well as the suggested assignment (data not shown).

We note that domain swapping, where helices from one monomer interpenetrate between helices in the other monomer, could confound the proposed helix assignment. However, this possibility would connect helices that are distant from one another, and is therefore made unlikely by the very short lengths of the interconnecting loops (Figure 1(a)). The only loop that would allow domain swapping is between M1 and M2. However, the swapping of these domains involves conformations in which the loop blocks substrate entry to the binding chamber.

### Structural modeling

Canonical α-helices were constructed to fit the helix axes extracted from the cryo-EM structure. For each helix, all the rotations around its principal axis were sampled in 5° increments; each conformation was scored according to a rule that favors situations in which evolutionarily conserved amino acid positions were packed inside the protein core, with variable positions facing the lipid. Following the orientation of each of the helices, we introduced a kink into helix C to account for the deviation from α-helical regularity observed for this helix in the cryo-EM structure (Figure 1(b)). At the vertical resolution of the cryo-EM structure (16 Å), the position of the kink cannot be determined unambiguously. We therefore estimated this position on the basis of the direction of the kink observed in the cryo-EM structure and features observed in SMR...
sequences of M3 that imply backbone flexibility at the N terminus of this helix (Figure 1(c)), and placed the kink so that it affects mainly the backbone hydrogen bond between positions Ser64 and Ile68. We note that this approximate location for the kink within helix C does not affect the conclusions we draw below on the support that biochemical and biophysical data provide to the model structure.

The computed conformation fits the conservation profile of each helix quite closely (Figure 2) with all of the variable residues facing the lipid, and the conserved residues facing the protein core. It is important to note that no experimentally derived information was used to constrain the orientations of the helices. As shown below, these orientations nevertheless provide a structural framework for understanding most of the biochemical data on EmrE.

**Comparison of the EmrE model with data from biochemical and biophysical experiments**

It is difficult to interpret the pertinent biochemical and biophysical data on EmrE on the basis of the model structure, because the model does not contain side-chains. Furthermore, we estimate that the orientations of the individual α-helices around their principal axes might vary by up to 20°, and that the positions of Cα atoms on the terminal turns of each of the helices might diverge from the positions specified in our model.23 Even with this level of uncertainty, however, it is possible to provide a rough account of the majority of the experimental data on the basis of the model structure.

The structure of EmrE has been probed using a number of biophysical and biochemical techniques. The model presented here does not seriously conflict with any of these data and, in fact, can be used to rationalize and simplify a number of observations. The experiments discussed in this section used spin labels to probe the environment of helix M1,20 and site-directed mutagenesis to define amino acid residues important for folding and transport activity.

The TM region M1 of EmrE contains Glu14, which is essential for substrate binding and translocation.14–16,18,19 Therefore, this region has been studied intensively using a number of biophysical and biochemical approaches. Site-directed spin-labeling experiments were applied to all the residues of M1 to infer which of them are packed against other helices, exposed to lipid, or are in the vicinity of M1 residues of the neighboring monomer.20 All of the residues that were identified as lipid-exposed by the spin-labeling experiments are predicted to be lipid facing in our EmrE model (dark blue spheres in Figure 3(a) and Table 1). Interestingly, lipid-exposed positions were identified by spin-labeling to be restricted mainly to the N-terminal part of M1; side-chains in its C terminus were found to be motionally more restricted (light blue spheres in Figure 3(a)). These results are in close agreement with the model structure, in which the N-terminal part is more exposed to lipid and the C terminus is packed against other helices from almost all directions. Thus, the spin-labeling data verify the assignment of M1 to helices B and G as well as the helices’ orientations around their principal axes. The spin-labeling experiments also identified only two residues on M1 (Glu14 and Thr18) that are vicinal to their counterparts on the other monomer. Indeed, these two residues face one another according to the model structure, and these two pairs have the closest Cα–Cα distances of all residues on M1 in the model (∼16 Å). The model proposed by Koteiche et al. for the relative orientations of the two M1s considered only parallel helix packing,20 however, their results fit equally well with our antiparallel model shown here.

Hsmr is a homologue of EmrE from the archaeon *Halobacterium salinarium*, which is unique among SMR members, in that approximately 40% of its sequence is comprised of Ala and Val residues.40
Presumably, this composition reflects an evolutionary pressure to increase the G+C content of the genome, while maintaining the relatively high hydrophobicity necessary for a TM protein. Positions that are not Ala or Val in Hsmr are, therefore, considered important for structure or function; conversely, positions that are Ala or Val in Hsmr, but not Ala or Val in EmrE, can be presumed to be unimportant.\textsuperscript{40,41} As expected, the vast majority of these positions are lipid exposed according to the model structure (Figure 3(b)). This observation suggests that, despite the low level of sequence identity between SMR proteins, the overall fold of the homologous proteins is conserved.

The cryo-EM structure of EmrE was derived from crystals of the transporter bound to TPP\textsuperscript{+}. The position of TPP\textsuperscript{+} in the plane of the membrane is clear from the 3D structure and from comparisons of projection maps of EmrE with and without TPP\textsuperscript{+}.\textsuperscript{8} However, the position of TPP\textsuperscript{+} along the axis perpendicular to the membrane plane is less certain due to the low resolution along this axis.\textsuperscript{7} To provide
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rough constraints for which residues are located around the substrate, we docked TPP⁺ manually (Figure 3(c)) based on the constraint that the position of TPP⁺ with respect to Glu14 should roughly match that seen in the atomic-resolution structure of the water-soluble multidrug receptor BmrR, which was also crystallized in a TPP⁺-bound form. In harmony with various experimental assays, the Glu14 residues from both monomers are in position to form contact with the substrate. It is also notable that several aromatic residues are found in the vicinity of the modeled TPP⁺, providing partners for aromatic interactions with substrate. In particular, positions Tyr40, Tyr60, and Trp63 were shown experimentally to bind substrate, and their Cα atoms are located within 6 Å from carbon atoms of the modeled TPP⁺ (Figure 3(c)). Other aromatic residues are located between α-helices, where they might increase structural stability. Table 1 lists 52 amino acid residues that line the translocation chamber or mediate interhelix contacts in our model; 21 of these residues have been mutated and implicated experimentally in substrate binding and translocation. It should be noted, however, that it is likely that the specific residues mediating EmrE binding to substrates other than TPP⁺ might vary from those specified here, in analogy to the differences observed in the binding modes of different substrates to bacterial multidrug gene regulators, and bacterial multidrug resistance transporters.

Mordoch et al. conducted an extensive substituted cysteine-accessibility method analysis of Cys-less EmrE (Table 1). They replaced 48 positions throughout the protein with cysteine, and tested the mutant transport properties. Only five positions were absolutely sensitive to replacement, in that the mutants were incapable of conferring resistance to known EmrE substrates. Of these five, two mutations (Ile11Cys and Thr18Cys) led to good expression of EmrE, but transport was reduced severely; these positions are on the same face of M1 as the essential Glu14 and are probably involved in substrate transport (Figure 1(d)). The other three mutations (Tyr40Cys, Phe44Cys, and Leu93Cys) resulted in no expression of EmrE, so it may be that these residues are important in the folding or stability of EmrE in the membrane. Subsequent mutational analysis of Tyr40 showed that this residue is also important in substrate recognition. Both Phe44 and Leu93 are predicted to be at the interfaces between helices (Figure 3(d)), which may explain their effect on protein folding and/or stability. This substituted cysteine-accessibility method study also identified ten residues in the TM regions that showed decreased resistance to only one of the antiporter cognate substrates. Eight out of these ten residues are positioned at or around the substrate-binding chamber (Table 1 and light blue spheres in Figure 3(d)). Presumably, substituting these positions alters the properties of the protein surface that lines the chamber, hence reducing substrate affinity. As Mordoch et al. note, the residues on M2 are distributed on two helical faces, and indeed the two sensitive positions (Ala42 and Gln49), which the model does not place at or around the substrate-binding chamber, are located on this helix. Notably, mutants of these two residues are sensitive only to acrylamide among the cognate substrates that were tested, implying that these residues might be involved in the binding of only certain substrates.

There are two reports of experimental data that conflict with the model we present here, because they both suggest that the monomers within EmrE have an identical orientation in the membrane with the N and C termini in the cytoplasm. A third study reported single topology for the QacC homologue of EmrE, although the data were inconclusive regarding the localization of the C terminus. These results are, however, contrary to

Figure 3. Structural interpretation of biochemical and phylogenetic data on EmrE and its homologues. (a) Spin-labeling experiments identified lipid-exposed residues (dark blue), and motionally restricted (light blue) positions. Red spheres identify Glu14 and Thr18, which were shown to be close to their counterparts on the other monomer, as indeed they are in the model. Notice that in both monomers, the motionally restricted residues on the N-terminal turn of M1 are surrounded by other helices from almost all sides, whereas positions that were identified experimentally as lipid-exposed are indeed located in lipid-facing parts of the protein. (b) Green spheres mark positions on EmrE that are aligned with Ala or Val in the Hsmr homologue from H. salinarum, but are not Ala and Val in EmrE. Such positions are thought to have little structural or functional importance, and indeed the majority face the lipid environment. (c) Docking of a molecule of TPP⁺ in the EmrE model structure. TPP⁺ was docked manually such that it approximately fits the orientation seen in a crystal structure of the cytoplasmic receptor for TPP⁺ BmrR. The two Glu14 residues (red spheres) are in proximity to aromatic rings from the substrate TPP⁺. Aromatic residues in the TM domain of EmrE are marked by purple spheres. Some of these residues surround TPP⁺, thus providing possible interaction partners for the substrate. Positions Tyr40, Tyr60, and Trp63, which are marked on the Figure, have been implicated directly in substrate binding. Others are placed in spacious regions of the structure, where they might serve to enhance the interactions between helices (e.g. the M2/M2′, M1/M3, and M1′/M3′ interfaces). The substrate TPP⁺ molecule is shown in space-filling spheres, with light blue corresponding to carbon and yellow to phosphate atoms. (d) Blue spheres indicate four positions where mutations to Cys abolish functionality, and green spheres indicate positions that change resistance to only some of the transporter’s cognate substrates. Orange spheres mark positions that are involved in substrate binding. All of the blue spheres map to positions at the interfaces between the helices, where mutations might disrupt protein folding or oligomerization, or around the binding chamber. Most of the light blue spheres map to positions around the translocation chamber at least in one of the monomers, where changes to the surface of the protein might modify substrate recognition. The orange spheres are all located around the Glu14 residue. A listing of all residues in the TM domain and their experimentally determined structural or functional roles is provided in Table 1.
the topology analysis reported by Daley et al.,\textsuperscript{30} who showed that the predominant orientation of EmrE has the N and C termini in the periplasm. The cross-linking data identifying helix–helix interactions\textsuperscript{46} are difficult to reconcile with our model, and will require an atomic-resolution structure to be determined before the conflict can be resolved, as was the case for the cross-linking data for the lactose permease.\textsuperscript{48} The most internally consistent cross-linking data showing that helix M4 lies parallel with and adjacent to M4 from the neighboring monomer could be explained easily by suggesting that EmrE is a tetramer in the membrane, related by a 2-fold perpendicular to the membrane,\textsuperscript{4}\ a proposal that is supported by recent data from studying the interaction between peptides representing individual TM regions of Hsmr, the archaeal homologue of EmrE.\textsuperscript{49}

**An alternate-access mechanism for substrate translocation**

Transport of drug substrates from the cytoplasm or cytoplasmic leaflet of the lipid bilayer out of the bacterium is thought to occur in essentially two steps\textsuperscript{3,4} (Figure 4(a)). First, the drug substrate binds
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to EmrE, which induces a conformational change, so that the inward-facing binding pocket is opened to the periplasm and closed to the cytoplasm. The high concentration of protons in the periplasm competes directly with the drug for binding at the two Glu14 residues, so protonation results in release of the drug. A further conformation change then re-orient the protein to face the cytoplasm, where it may bind another drug molecule.

The nature of these conformational changes is uncertain, but the cryo-EM structure and our model suggest its basic features. To explain the substrate-translocation process, we propose that M1-M4 from monomer A adopt the conformation of M1-M4 observed in monomer B in our model and vice versa (Figure 4(b)) during the step marked as (1) in Figure 4(a). Due to the in-plane symmetry, this transition results in a structure identical with the original model rotated by 180° with respect to the in-plane axis of symmetry; the two symmetry-related structures are shown on both sides of the chemical equilibrium in Figure 4(b). To analyze the details of this transition, it is useful to divide the model structure into three subunits: (1) M1, M2 and M3 (monomer A); (2) M1', M2' and M3' (monomer B); and (3) M4 and M4'.

Helices M1–M3 from monomer A are virtually superimposable on M1'–M3' of monomer B, except for the kink in M3, suggesting that M1–M3 move as one unit during the transition described in Figure 4(b). The two M4 helices are seen to make minimal movements with respect to one another during the transition, suggesting that they are stable as a helix pair. Indeed, the cryo-EM and model structures show this pair to be closely packed with glycine residues (positions 90 and 97) lining the interhelix interface, which can stabilize helix packing. By contrast, the interfaces between helices M3 and M4 are small in both monomers in comparison to any of the other pairs of interacting helices in the structure (Figure 4(b)). It therefore comes as no surprise that the most significant conformational change that occurs during the transition can be localized to the contact region between M3 and M4, with the crossing angles between these helices changing by approximately 20° around the in-plane axis of symmetry in order to switch the M3-M4 packing from that observed in monomer A to that observed in monomer B, and vice versa. The kinking and straightening of the two M3 helices and a small translation of the M1-M3 helices in both monomers with respect to the M4 helices, coupled to the movement of the TPP+ molecule perpendicular to the membrane plane would then complete the transition. Thus, although residues on M4 have so far not been recognized as important for substrate binding and translocation (Table 1), this putative mechanism suggests a crucial role for M4 in stabilizing the dimer interface during the translocation process. The short M3-M4 loop, consisting of six residues in the SMR family, would hold the two parts of the structure together in the face of these relative motions. It is interesting to note in this connection that recent results have suggested a role for the M4 helix in mediating the formation of SMR tetramers.

The sum of these conformational changes would alternately open the substrate-translocation chamber to the cytoplasmic and periplasmic media, allowing substrate to bind in the cytoplasmic-facing conformation, and then to be replaced by protons when the protein faces the periplasm (Figure 4(a)). Interestingly, this mechanism suggests that the periplasmic- and cytoplasmic-facing conformations of substrate-bound EmrE are essentially identical, and would thus require a single substrate-binding mode to be optimized structurally, which would then by symmetry be reproduced in both cytoplasmic-facing and periplasmic-facing conformations. Currently, there are only two conformations of EmrE (Figure 4(a), the upper panels) for which we have structural information (Figure 4(b)),7,8 and the structure of further transport intermediates (i.e. Figure 4(a), lower panel) will be essential to identify conformational changes that occur during the transport cycle. However, the availability of our model will now allow the design of specific experiments, such as using site-specific spin labels to monitor movements in EmrE during the transport cycle.

Discussion

The suggestion of dual topology of EmrE,7 and the recent support for this from global-topology analyses,30,31 were the key for the successful modeling of EmrE presented here. The presence of 2-fold quasi-symmetry between the monomers of the EmrE dimer within the plane of the membrane (Figure 1(b)) implied an antiparallel orientation of the EmrE monomers. Our previous modeling attempts (not described), which were not guided by the in-plane pseudo 2-fold axis, were unsuccessful in providing explanations for the biochemical and biophysical observations on EmrE. In contrast, our model with the monomers in an antiparallel orientation explains virtually all the biochemical and biophysical data. The model makes many predictions about the structure of EmrE that will provide a platform for further experimental work, such as the identification of other residues in the translocation pathway that have not yet been studied (Table 1), and residues that may be important in mediating helix packing, and therefore could be involved in the conformational changes.

The suggestion of oppositely oriented monomers in EmrE has been made only recently,7 and is reinforced by global topology analysis of bacterial proteins,30,31 but, so far, mechanistic advantages of dual topology have not been proposed. The mechanism of translocation that we invoked above suggests a potential advantage. That is, if the cytoplasmic-facing and periplasmic-facing conformations of substrate-bound EmrE are essentially identical, then only one mode of substrate binding should be
devised by evolution, which would be replicated as two conformational states, one facing the cytoplasm and another facing the periplasm. This might also provide partial solution to a long-standing puzzle in SMR research; namely, how these small proteins consisting of roughly 100 amino acid residues can catalyze the coupled translocation of substrate and protons, a feat that is accomplished in other antiporter families, such as the major-facilitator family, by much larger proteins. Thus, inverted topology might be a parsimonious evolutionary solution to the problem of vectorial transport. In this connection, it is interesting to note that two of the five proteins identified as having the dual-topology architecture are from the SMR family (the others have not been fully characterized mechanistically), and a sixth case of dual topology was identified involving two homologous proteins (YdgE and YdgF), which are also SMR members that are likely to have arisen from a gene-duplication event. Although much of the biochemical and biophysical data gathered on EmrE are in harmony with the model structure, there are one or two pieces of data that are not in agreement. The topology of the protein is clearly the most important point of disagreement, because dual topology provided the basis for the model structure reported here and for the suggested mechanism of substrate translocation; ultimately, if inverted topology for EmrE is incorrect, then so is the model. We have found that dual topology provides the most satisfactory model for EmrE, but Ninio et al. predict, on the basis of labeling data, that the monomers have identical topology, conflicting with other lines of experimental data that suggest inverted topology for EmrE, the reasons for this discrepancy among different lines of experimental data are unclear. The possible conflicts of our EmrE model with the cross-linking data have been discussed above. The difficulties inherent in the structural interpretations of cross-linking data on dynamic structures are well known, because even rarely sampled conformations might elicit crosslinks, as was underscored recently in the case of lactose permease.

Despite many years of structural studies of the SMR transporter EmrE, an atomic-resolution structure of this representative protein that can explain much of the biochemical and structural data has not emerged. Here, we have used phylogenetic analysis combined with constraints obtained from a cryo-EM structure of EmrE and some biochemical experiments in order to produce a model structure specifying the approximate positions of individual amino acid residues for EmrE and its homologues. Although this model was constrained only by some biophysical data on EmrE, it is encouraging that the model is capable of accounting for so much of the biochemistry. By revealing the locations of individual amino acid residues in the membrane-spanning regions, the model can be used in order to plan and interpret experiments aimed at deciphering the molecular details of the substrate-translocation mechanism in EmrE and its homologues.

Methods

Sequence data

An initial alignment of a few tens of EmrE homologues was constructed using CLUSTAL W. On the basis of this alignment, we then constructed a hidden Markov model (HMM), which was then calibrated and used to search SWISSPROT and TrEMBL for additional sequence homologues. Sequences showing over 90% identity with other sequences in the set were removed to obtain 98 sequences, which were then aligned. Conservation scores were then computed for each amino acid position using the ConSeq server and the Rate4Site algorithm. The sequence alignment was inspected to identify hydrophobic stretches that correspond to the hydrophobic cores of the helices in forming the TM domain. Starting from the secondary structure assignment derived from NMR, we manually modified the N and C termini of each hydrophobic domain so that the longest stretches of hydrophobic residues would be TM8. The following segments of EmrE were used as the hydrophobic stretches: TM1, 4–21; TM2, 34–52; TM3, 58–80; TM4, 87–104. The conservation scores and the hydrophobic segments are shown in Figure 1(b).

Conformation scoring function

The method for conformational search was as described. In brief, this scoring function favors the burial of evolutionarily conserved amino acid positions in the protein core and the exposure of variable positions to the lipid, without biasing helix orientations according to experimentally derived data. Conformations that expose charged amino acids to the lipid milieu are penalized (in EmrE, this applies only to M1 due to position Glu14). The following scoring function is used to score each conformation:

\[
Score = \sum_i \left( 2(B'_i - 1/2)(H'_i - C) \right)
\]

where \(B'_i\) quantifies the extent of burial of amino acid residue \(i\) in the protein core. It assumes values of 0 to 1, with 1 signifying complete burial against another helix, and 0 signifying complete exposure to the lipid or the pore lumen. The function is computed by iterating over all of the helices in the structure other than the one on which \(i\) is located, and taking into account distance from, and orientation of \(i\) with respect to each of these helices. \(B'_i\) is then taken as the maximum of the values calculated for each of the helices. Thus, high values of \(B'_i\) imply that \(i\) is in close contact with another helix, whereas low values indicate that it is not interacting with any of the helices.

The \(C\) values are the normalized evolutionary-rate scores assigned by Rate4Site. High-through-low values of \(C\) are assigned to variable-through-conserved positions, respectively. \(H'_i\) is the free energy of transfer from water to lipid of amino acid \(i\) according to the Kessel and Ben-Tal scale. Thus, \(H'_i\) values are taken into account only if they are greater than 7 kcal/mol, and only for residues \(i\) that are exposed to the membrane, i.e. for which the burial scores \(B'_i\) are less than 0.5. Thus, the hydrophobicity scale

† The multiple-sequence alignment of SMR proteins can be downloaded from http://ashtoret.tau.ac.il/~sarel/EmrE.html
serves as a significant penalty on the exposure of the most polar residues to the membrane environment.

Conformational search

Canonical C*-trace models of eight α-helices were constructed according to the helix axes parameters derived from helical models that were made to fit the cryo-EM structure, and their geometric centers were placed at the hypothetical membrane midplane. The amino acid identities of positions in the hydrophobic segments M1–M4 were assigned to the relevant positions on these helices. Each helix was rotated around its principal axis independently, in 5° steps, and its optimal orientation was derived. Then, the optimal orientations of all helices were superimposed to yield the optimal conformation of the entire complex.

Data Base accession number

The cryo-EM structure is available from the EM data bank with accession code 1087. The coordinates of the model structure of a dimer of EmrE containing backbone atoms has been deposited in the PDB with accession number 2i68.
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Has the code for protein translocation been broken?

Dalit Shental-Bechor*, Sarel J. Fleishman* and Nir Ben-Tal

Department of Biochemistry, George S. Wise Faculty of Life Sciences, Tel-Aviv University, 69978 Ramat Aviv, Israel

Polypeptides chains are segregated by the translocon channel into secreted or membrane-inserted proteins. Recent reports claim that an in vivo system has been used to break the ‘amino acid code’ used by translocons to make the determination of protein type (i.e. secreted or membrane-inserted). However, the experimental setup used in these studies could have confused the derivation of this code, in particular for polar amino acids. These residues are likely to undergo stabilizing interactions with other protein components in the experiment, shielding them from direct contact with the inhospitable membrane. Hence, it is our view that the ‘code’ for protein translocation has not yet been deciphered and that further experiments are required for teasing apart the various energetic factors contributing to protein translocation.

Introduction

Co-translational translocation is the process by which ribosomes that are attached to the endoplasmic reticulum (ER) extrude proteins through the translocon channel, giving rise to two different classes of proteins: those that are secreted or inserted into cellular membranes [1]. This crucial classification process is conducted on the basis of the sequence of the translated protein, which has led to the expectation that a ‘sequence code’ exists. If identified, this ‘code’ could be used to explain and predict which proteins would eventually reside within the membrane and which would be secreted into the ER lumen (and subsequently transported to various cellular compartments or expelled from the cell) [2]. This assumption was the foundation for several hydrophobicity scales (a ranking of the 20 amino acids according to their polarity), which were computed either from physical principles or from experiments that quantitatively compare the equilibrium distribution of amino acid residues in hydrophobic and hydrophilic media [3–8]. Such scales have been extremely useful, and have remained the principal means for identifying transmembrane (TM) segments in protein sequences for more than two decades [9].

An in vivo system for probing the energetics of translocation

Recently, Hessa et al. [10] carried out a series of experiments designed to decipher, for the first time, the translocation sequence code using an in vivo system containing ER membranes, ribosomes and the translocon channel – an approach that is far more realistic than the simple model systems previously employed. The experimental procedure is based on the use of an artificially designed variant of the leader peptidase (Lep) protein from Escherichia coli. This protein includes two endogenous TM helices (TM1 and TM2) and a soluble domain (P2) (Figure 1a). Using Lep as a host, an additional sequence segment (termed H) was engineered as a probe downstream of TM2 so that the equilibrium concentrations of the inserted versus the translocated H could be measured in vitro [10]. The procedure is attractive because of the clarity of the experimental readout, in addition to its simplicity, even though it addresses a highly complicated physiological system.

Hessa et al. [10] proceeded to read the ‘sequence code’ by translating the equilibrium concentrations of secreted and inserted Lep that contained various H probe segments into free-energy differences between the two states, inserted and translocated (Figure 1a). However, this treatment implicitly postulates two crucial, albeit unproven, thermodynamic assumptions: (i) that the H segment forms the same secondary structure, presumably an α-helix, in both the translocated and inserted states; and (ii) that the H segment is isolated from other protein components and contacts only the lipid molecules. Deviations from helicity or association with other protein components would mean that more thermodynamic states would need to be considered and that energetic contributions other than direct peptide–membrane interactions were involved, thus confounding the derivation of a hydrophobicity scale (Box 1).

In our opinion, the experimental setup used by Hessa et al. [10] cannot discriminate between the effects of the interactions of H with the membrane (hydrophobicity) and with TM1 and TM2, which are specific for the Lep host. Rather than the two thermodynamic states suggested by Hessa et al. [10] (Figure 1a), we believe that the H segment resides in at least five different states (Figure 1b), three corresponding to the classification of membrane-inserted [Figure 1b(i–iii)] and two to that of translocated [Figure 1b(iv–v)]. The inserted states differ from one another in the extent to which they expose the sidechains or backbone of their H segments to the lipid milieu. In the conformation in which the H segment is separate from the remainder of the TM domain [Figure 1b(i)], all of its sidechains are exposed to the lipid and its backbone is...
maintained in an α-helical conformation. This is the only inserted state postulated by Hessa et al. [10]. But conformations in which H interacts with TM1 and TM2 shielding some of the sidechains of H from lipid [Figure 1b(ii)] or in which H deviates from α-helicity [Figure 1b(iii)], are also possible. Similarly, Hessa et al. [10] acknowledge the conformation in which an α-helical H segment is translocated [Figure 1b(iv)], but they ignore the fact that a non-helical conformation of the translocated H is also likely [Figure 1b(v)].

We perceive that the main flaw in the interpretation of experimental results by Hessa et al. [10] is that it is unlikely to apply to other TM proteins because the conformation in which H interacts directly with TM1 and TM2 [Figure 1b(ii)], which was not considered by Hessa et al., is specific for Lep; therefore, the generality of the scale derived by Hessa et al. [10] requires substantiation. For example, among the inserted states, the conformation for membrane-inserted H considered by Hessa et al. [Figure 1b(i)] is likely to dominate in Lep variants with hydrophobic H segments because the interactions with the hydrophobic lipids are probably at least as favourable as the interactions with protein for such segments. However, as the polarity of H increases,

Box 1. The thermodynamic interpretation of the experimental results of Hessa et al.

Hessa et al. [10] engineered a probe H segment flanked by two N-linked glycosylation sites (see Figure 1 in the main text). Glycosylation took place only on the luminal side of the microsomes that were generated in the experiment, so the extent of Lep glycosylation is indicative of the state of the H segment. That is, inserted and translocated H are associated with singly and doubly glycosylated Lep, respectively. The proportion of singly (f_{1g}) and doubly (f_{2g}) glycosylated Lep were measured in vitro using SDS-PAGE (sodium dodecyl sulfate polyacrylamide gel electrophoresis) gels, and an apparent equilibrium constant was assigned to their ratio according to equation 1.

\[ K_{\text{app}} = \frac{f_{2g}}{f_{1g}} \]  
(Eqn 1)

The results were represented by converting \( K_{\text{app}} \) into apparent free energy according to the conventional thermodynamic definition: \( \Delta G_{\text{app}} = -RT \ln K_{\text{app}} \), where \( R \) is the gas constant, \( T \) is the absolute temperature and \( \ln \) is the natural logarithm. We contend that, in these experiments, H can be in an ensemble of at least five rather than two states (see Figure 1b in the main text) and that, therefore, it is overly simplistic to describe the equilibrium between inserted and translocated H using the \( \Delta G_{\text{app}} \) formula used by Hessa et al. [10].
the conformation in which H interacts with TM1 and TM2 (Figure 1b(ii)) is likely to become the more populated state because of the known tendency of highly polar or charged residues (e.g. asparagine and glutamic acid) to drive the packing of their host helix against the polar backbone and sidechains of other TM helices [5,11–15]. The TM1 and TM2 segments of Lep contain one titratable (glutamic acid) and several residues that are small and polar (e.g. glycine and serine) (Figure 2), which would enable the other polar residues on the H segment to be shielded from the inhospitable membrane environment. If this conformation dominates (Figure 1b(ii)), then changing the position of the polar residues in the H segment would alter the stability of the protein in the membrane as a result of the interactions between H and the endogenous TM1 and TM2 of Lep. Indeed, the results reported by Hessa et al. [10,16] revealed that such positional dependence is observed for H segments that contain highly polar or charged residues. Moreover, the simple additivity of contributions to stability observed for apolar and mildly polar residues (e.g. leucine and serine, respectively) breaks down with the introduction of highly polar residues. One way to explain positional dependence and deviations from additivity, which is not refuted by Hessa et al., is that the polar helices introduced into Lep as H segments formed stabilizing interactions with the endogenous TM helices of Lep. The expectation that the conformation in which H interacts with TM1 and TM2 (Figure 1b(ii)) dominates in H segments that contain charged residues might also explain the low values of ΔG_{app} penalties obtained by Hessa et al. [10] (Box 1) for the transfer of such residues from translocated to inserted states relative to other hydrophobicity scales [5,6,8]. Furthermore, although the original Lep protein is monomeric in membranes [17], it is not clear whether the Lep variants containing the more polar H segments oligomerize. If so, the equilibrium between inserted and secreted Lep would comprise many more states than the five suggested here (Figure 1b).

Membrane insertion of the S4 segment of voltage-gated K⁺ channels

The limitations described here apply equally to the use of engineered Lep for studying the partitioning of natural TM segments. For instance, the same experimental framework has been used to study the free energy of transfer between translocated and inserted states of the S4 segment [16], which constitutes the core voltage-sensing element in the voltage-gated K⁺ channel from Aeropyrum pernix (KvAP) [18]. This 19-residue segment is a hydrophobic cation consisting mostly of highly hydrophobic residues interspersed with four arginines at conserved positions (Figure 3), of which at least three are charged [19]. Until recently, it was anticipated – mainly on energetic grounds – that the S4 segment is packed against the other TM helices of the K⁺ channel because of its high polarity [20]. By contrast, the first structure of the KvAP channel, which was crystallized in the absence of lipid, showed S4 to be exposed to the membrane [21]. This finding elicited considerable controversy. Hessa et al. [10] found that the net polarity of S4 was at the threshold that would enable its efficient insertion into the membrane, supporting the view that it is exposed to lipid.

To provide a thermodynamic explanation to the conclusion drawn by Hessa et al. [10] that isolated S4 could insert efficiently into membranes, Freites et al. [22] conducted molecular-dynamics simulations of an inserted α-helical segment bearing the S4 sequence, which was placed in a TM orientation and surrounded by lipid on all sides in isolation from other protein components. On the basis of these simulations, they suggested that the S4 segment is stabilized in a TM orientation despite its high polarity owing to contacts formed between the arginine sidechains on S4 and the phosphate headgroups and water molecules. These contacts can form according to the simulations because, in the immediate vicinity of S4, the thickness of the hydrocarbon core of the membrane shrinks from a steady-state width of ~30 Å [3] (Figure 4) to a mere 10 Å, which is considerably thinner than a lipid monolayer (Figure 4). In particular, Freites et al. [22] noted that one of the lipids assumes a conformation that spans the entire membrane in the region of S4, further demonstrating the enormous distortion of the membrane in these simulations. We note that a conservative estimate of the energetic penalty of such a large contraction of the membrane lipids that considers only the effects of dihedral-angle strains would be 12 kcal mol⁻¹ [5,23]. Furthermore, a snapshot provided by Freites et al. [22] reveals that, for some of the lipids, the distortion is so large that their aliphatic chains form contacts with water molecules. Taken together, the strains to the aliphatic chains and the solvation penalty on direct contacts between polar and aliphatic groups that were observed
in these simulations make membrane contraction an unlikely explanation for efficient insertion of S4.

The suggestion that a TM orientation for S4 is stabilized by such large-scale membrane distortion is made even more implausible in view of biophysical studies of model TM segments [5,24]. The experimental data collected on many different peptides show that the membrane width might decrease by several Ångstroms to better match the hydrophobic length of a peptide, but that peptides with hydrophobic lengths that are considerably shorter than the width of the hydrocarbon region of the bilayer (as in S4) do not partition into the membrane but, instead, reside on the membrane surface. Although S4 was not directly targeted by these experiments, the data provide an indication that the membrane would not undergo contraction of 20 Å (as suggested by Freites et al. [22]) to stabilize the inserted conformation of S4. Similar to our criticism of the results on the membrane insertion of polar residues [10], a more likely explanation for the observed tendency of S4 towards membrane insertion in the experimental setup of Hessa et al. is that S4 forms stabilizing contacts with the endogenous TM1 and TM2 of Lep, and that lipid contraction has a much smaller role than suggested by the simulations of Freites et al. [22]. In this respect, it is notable that a more recent structure of the voltage-gated K+ channel, which was crystallized in the presence of lipids and is therefore considered a more faithful representation of the physiological structure than the previous crystal structure, showed that two of the four arginines in S4 are buried at a helix–helix interface where they are partially shielded from the inhospitable lipid environment [25].

Concluding remarks

We have raised several points that question the validity of deriving thermodynamic quantities for the interactions between amino acids and peptides with membranes using the in vivo system of Hessa et al. [10]. The key problems are the lack of experimental controls for the α-helicity of the H segment and, most importantly, whether H associates directly with membranes without forming stabilizing contacts with other protein components in the system. To address these issues, it still needs to be shown that: (i) physical contacts are not formed between H and the two endogenous TM segments of Lep and that engineered Lep does not oligomerize (this could be achieved using fluorescence-labelling techniques [26], for example); and (ii) that the H segment retains its secondary structure (presumably an α-helix) in both the inserted and the translocated states for substitutions of all 20 amino acids. The generality of the scale derived from the results of the study [10] could also be validated by using hosts other than the Lep protein to observe that the same thermodynamic quantities are obtained. The partitioning of isolated S4 segment from KvAP could also be monitored using solid-state NMR [24].

It should be appreciated that Hessa et al. [10] have focused on a highly complicated physiological system comprising a plethora of different proteins, which is subject to a complex environment that includes water, protein and membrane. The experimental setup devised by these authors certainly represents a major step towards probing the energetics of protein translocation within a physiologically relevant framework, and could prove useful in future studies of protein–protein interactions within the membrane. However, the readout from this system probably reflects a mixture of hydrophobicity and various contributions stemming from interactions with the host protein Lep, especially for the more polar segments tested. Building on this setup, more experiments will be needed before it can be safely concluded that ‘the fundamental code used by the translocon to select polypeptide segments for insertion as TM helices has been broken’ [27].
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Transmembrane (TM) proteins constitute 15–30% of the genome, but <1% of the structures in the Protein Data Bank. This discrepancy is disturbing, and emphasizes that structure determination of TM proteins remains challenging. The challenge is greatest for proteins from eukaryotes, the structures of which remain intractable despite tremendous advances that have been made towards structure determination of bacterial TM proteins. Notably, >50% of the membrane protein families in eukaryotes lack bacterial homologs. Therefore, it is conceivable that many more years will elapse before high-resolution structures of eukaryotic TM proteins emerge. Until then, integrated approaches that combine biochemical and computational analyses with low-resolution structures are likely to have increasingly important roles in providing frameworks for the mechanistic understanding of membrane-protein structure and function.

**Introduction**

It is estimated that transmembrane (TM) proteins constitute ~15–30% of eukaryotic genomes [1–4]. Owing to their strategic localization at the interfaces between the interior and exterior of the cell and between cellular compartments, membrane proteins have pivotal roles in many cellular processes, including cell-to-cell signaling events, solute transport and cellular organization. For this reason, membrane proteins are by far the most attractive targets for drug discovery. Despite their importance, however, only a few distinct folds of TM proteins have been solved to date by high-resolution methods such as X-ray crystallography [5] and nuclear magnetic resonance (NMR) [6]; therefore, TM protein structures constitute <1% of the entries in the Protein Data Bank (PDB). Disturbingly, only two of the current entries represent a membrane protein from human origin [7,8], whereas the majority of entries are of bacterial membrane proteins (Figure 1).

Part of the reason why progress has been faster for bacterial membrane proteins stems from the fact that they can more easily be expressed in large quantities in bacterial hosts, and that they lack many of the post-translational modifications that potentially complicate crystallization. Moreover, the fast pace at which bacterial genomes are sequenced provides an almost unlimited repertoire of target proteins including homologs from thermophilic bacteria that are often more stable during detergent solubilization, purification and crystallization. By contrast, eukaryotic membrane proteins are more difficult to express than their bacterial homologs, are subject to post-translational modifications and, often, only few candidate genes are available for screens to identify the ideal target protein. It thus comes as no surprise that, over the past few years, efforts have been focused on identifying bacterial homologs of eukaryotic membrane proteins, and pursuing their structure determination by ‘brute-force’ approaches, sometimes using thousands of combinations of homologs of the protein and different crystallization conditions [9]. This strategy has begun to bear fruit (Figure 1) and, indeed, the recent growth in novel TM-protein structures was estimated to bear fruit (Figure 1) and, indeed, the recent growth in novel TM-protein structures was estimated to be exponential, as it is for soluble proteins, suggesting that, over the next few years, many new structures will emerge [5]. However, this growth has not been steady over the years and, more importantly, has been restricted mostly to TM proteins from bacteria; the pace of discovery of novel TM proteins from eukaryotes, however, has remained low (Figure 1). Notably, the use of bacterial homologs for eukaryotic TM proteins does not represent the ultimate solution because many eukaryotic membrane proteins do not have bacterial homologs. In fact, a search in the Pfam-A database of protein families [10] shows that only 47% of the eukaryotic TM protein families have bacterial or archaeal homologs.

In an attempt to overcome the problem of there being such a large proportion of eukaryotic proteins for which direct structure determination is likely to have to wait many years, data-based modeling approaches were developed that rely on inferences derived from biochemical, computational, evolutionary and intermediate-resolution structural methods. Here, we focus on the methods that have been used to model helical membrane proteins before their experimental structure determination at high resolution. Notably, helical proteins are the dominant class of TM proteins in eukaryotes and in bacterial inner membranes. We also delineate potentially productive venues for future research. We will not deal with comparative or homology modeling applied to TM proteins (but see recent reviews [11,12]).
Architecture of helical TM proteins

A simple rule that has guided many of the approaches to modeling helical TM proteins is the two-stage model of folding [13]. According to this model, hydrophobic segments are first inserted into the plasma membrane in the form of helices, which engage the polar carbonyl and amide groups on the backbone of the peptide chain through hydrogen bonds, and shield them from the hydrophobic lipid bilayer. Next, these helices associate with one another to shape the tertiary structure of the protein. One of the implications of the two-stage model for computational modeling is that each of the hydrophobic segments comprising the TM domain can be approximated as an energetically stable canonical \( \alpha \) helix, the polar backbone and N and C termini of which are shielded from the membrane environment. Hence, TM-protein-structure prediction can concentrate on the relative configurations of preformed \( \alpha \) helices. This constraint considerably reduces the number of degrees of freedom that must be explored computationally.

This quite simple picture of TM-protein architecture was supported by the first few membrane proteins to be solved [14–17] (e.g. that shown in Figure 2). Moreover, the extramembrane loops are short in these proteins, dictating that consecutive domains in the sequence are proximal in the 3D structure [18]. However, this simplistic picture collapsed when the first ion-channel structures revealed that helices need not span the entire width of the bilayer [19], and can be extremely long and highly tilted with respect to the membrane normal [20] (Figure 3a,b). Recent transporter structures have also shown marked deviations from \( \alpha \) helicity; it has been suggested that these deviations have a role in the conformational changes underlying transporter functions by destabilizing the structures [21] (Figure 3c). All of these structural features are still beyond what can be reliably predicted by computational methods, raising the question of how many membrane domains might have gone unnoticed by contemporary methods for the detection of TM spans [22]. More importantly, however, the observation that not all consecutive hydrophobic domains form physical contacts [19,20] heralded the end of naïve modeling of TM proteins, and underscored the importance of a joint experimental–computational approach to structure prediction. Over the past several years, two sources of experimental data have proven valuable in aiding most modeling exercises of membrane proteins: low-resolution structures obtained by

Figure 1. Number of new helical membrane-protein folds solved in recent years. Tremendous progress has been made over the past few years in crystallization of TM proteins from bacteria, although the growth in the discovery of novel structures has not been steady. Moreover, crystallization of eukaryotic TM proteins still lags far behind, and only a handful of structures have been obtained. The entry for 2005 includes structures up to and including November 2005.

Figure 2. Evolutionary conservation can aid the orientation of TM helices. Evolutionary conservation is projected on the bacteriorhodopsin structure viewed from the direction vertical to the membrane plane, showing that the core of the protein (within the yellow ellipse) is more conserved than its periphery. Conservation was computed using the ConSurf webserver (http://consurf.tau.ac.il) [66].
cryo-electron microscopy (cryo-EM) and mutational analyses of structure–function relationships.

Cryo-EM of 2D crystals of TM proteins

In contrast to the difficulties usually experienced in obtaining 3D crystals of TM proteins, in some cases, membrane proteins readily form 2D arrays in the membrane (e.g. bacteriorhodopsin [23], photosystem II [24], the gap junction [25], the bacterial translocon complex secYEG [26] and the bacterial multidrug-resistance transporter EmrE [27]). Added advantages of 2D crystals are that they mimic the native environment of the protein more closely than 3D crystals do, including interactions with the surrounding lipid molecules, which sometimes have important roles in determining the physiological structure [28]. For instance, substantial differences were observed between the cryo-EM map of EmrE [27] and a structure of the protein derived from X-ray analysis of 3D crystals [29]. Another demonstration of the importance of maintaining a membrane-like environment is provided by the differences between two recent X-ray structures of the voltage-gated K⁺ channel [30,31], one of which was crystallized in the presence of lipids. In addition, it is sometimes possible to induce crystal formation in 2D, even when the proteins are dispersed in the membrane [32], and small and poorly ordered crystals can be used to derive data in the 5–10-Å resolution range thanks to digital-image-processing protocols that enable crystals to be corrected for translational disorder [14,33,34].

However, cryo-EM of 2D crystals usually produces structures at limited resolutions (typically, >4.5 Å in the plane of the membrane) so that individual amino-acid sidechains are not visible and, often, flexible loops and extramembranous domains are unresolved owing to lack of crystallographic order. Moreover, in the direction vertical to the lipid bilayer is worse than the in-plane resolution. This reduced resolution entails an uncertainty regarding the actual length of each helical segment, and might obscure the helical register. The lower vertical resolution might also limit the detection of helices that do not span the entire bilayer. In the case of the aquaporin-1 water channel for instance, an initial map at 6-Å in-plane resolution [35] did not reveal the surprising architecture of the channel, whereby two half-helices meet midway through the membrane (Figure 3d): misleadingly, these half-helices seemed to be one. A subsequent cryo-EM map at 4.5-Å resolution uncovered the two half-helices [36], and enabled a combination of sequence-based methods to be used to predict a model structure [37,38], which was found to be in agreement with the subsequently solved high-resolution structure [7]. The initially incorrect interpretation underscores the importance of improving resolution even marginally within the intermediate-resolution range to ascertain the general architecture of the protein.

Despite these shortcomings of intermediate-resolution maps, the fact that they provide an overall description of the protein architecture and the approximate packing of TM helices tremendously reduces the degrees of freedom for conformational search and the extent of uncertainty in constructing model structures. In fact, by assuming that ideal α helices occupy the locations observed in the map, the conformation search for the backbone positions can be limited to identifying the native-state orientation of each helix around its principal axis [39].

Building on this realization, and using further constraints obtained from multiple-sequence alignments and biochemical data (Box 1), Baldwin et al. [40] pioneered a structure-based modeling approach to derive the first model of the G-protein-coupled receptor (GPCR) rhodopsin based on a structure at 7-Å in-plane resolution [41]. Although rough, this model served as a template for modeling other GPCRs, which then provided a framework for interpreting the effects of mutations in the context of the receptor structure (see, for example, Refs [42,43]).

Three years later, the first high-resolution structure of rhodopsin was solved by X-ray crystallography of 3D crystals [44], and showed that the previous model approximated the native-state structure to within 3.2-Å root-mean-square deviation. The orientations of all of the helices were predicted quite accurately by Baldwin et al. [40], and the main structural differences were due to...
deviations in the positioning of the kinked helices (Figure 4).

The successful combination of cryo-EM and computational methods for the modeling of rhodopsin served as a basis for developing automatic tools for modeling based on phylogenetic analysis (Box 2) and intermediate-resolution structures [39,45]. These methods were then used to predict the structure of the TM domain of the gap junction, which is a channel that connects neighboring cells in a tissue, and lacks bacterial homologs [46]. A map of the gap junction was solved initially at a resolution of 7.5 Å in the membrane plane [25], and was subsequently improved to 5.7 Å [47]. The intermediate-resolution structure revealed a large pore (~15-Å diameter at the point of constriction), and clearly distinguished the four helices (M1–M4) that comprise each of the six gap-junction forming connexin monomers [25]. Because the intermediate-resolution map did not reveal the connectivities between the TM helices, the four hydrophobic segments in connexin sequences (M1–M4) were assigned to the four helices seen in the structure based on a combination of experimental and computational data. Subsequently, the four helices were oriented using evolutionary conservation and evolutionarily correlated mutations (Box 2; Figure 5).

Using this combination of approaches and data sources, a 5.7-Å resolution map (in-plane resolution), evolutionary conservation and correlated mutations, the final model structure predicted previously undetected interactions between pairs of polar residues in the structure. The model also suggested a molecular cause for almost 30 disease-related mutations. Although not taken into account during modeling, most of these mutations were revealed as mapping to structurally packed regions of the helix bundle, whereas two physico-chemically radical polymorphisms localized to the more spacious regions of the structure facing the lipid or the pore lumen [47] (Figure 5). Although it is clearly a model, it seems worthwhile to point out that the gap junction is an example of a eukaryotic membrane protein, the intermediate-resolution structure of which has not been superseded by a high-resolution crystal structure even six years after its original publication. Given the difficulties in obtaining well-ordered 3D crystals of eukaryotic membrane proteins, it seems likely that more cases are to follow, emphasizing why structure-based modeling is important and how it can help to generate a

---

**Box 1. Combinations of methods used in TM-protein-structure prediction**

Many of the modeling applications for TM-protein structures have used at least some of the data sources and analyses shown in Figure I [37,40,47,67]. For many TM proteins, sufficient biochemical and biophysical data are available, specifying, for example, which sequence segments form helices [54] and make contact with other helices [48]. These data can be used to predict or verify the model. By contrast, cryo-EM maps at resolutions that enable the helix-packing arrangement to be discerned (typically better than 10 Å) have so far been obtained for only a few TM proteins, but more are expected to follow. The last two stages of modeling, in which modeling is refined by direct experimentation, have not yet been implemented in structure prediction of TM proteins. Generating atomic-resolution models (final step in Figure I) is complicated by the fact that even minor differences from the native-state structure often result in energetically unfavorable steric clashes and the abrogation of favorable polar bonds [68]. Because the positions of the backbone atoms inferred in the former steps of the flowchart are, at best, approximations of the native-state structure [39], conformational searching must also explore backbone degrees of freedom. Nevertheless, atomic resolution could considerably increase the quality and utility of TM-protein-structure prediction.
framework for planning and interpreting biochemical studies.

Biochemical and biophysical assays provide restraints for modeling

Mutagenesis and cross-linking assays have long been used to probe structure–function relationships in TM proteins, where high-resolution structures were not available (for reviews see Refs [46,48,49]) (Box 1). One aspect in which these techniques can aid modeling is validation because models make specific predictions regarding physical contacts between pairs of residues. Mutation analyses can also be used in the earlier stages of modeling. For instance, they have been used to identify the packing interfaces between helices [50] and the positions of pore-lining residues in channels [51], and cross-linking data have been used to constrain distances between pairs of positions [52]. Biochemical and biophysical analyses can also be used to assign the hydrophobic domains in the protein sequence to the helices seen in low-resolution structures [47,53], and to identify the secondary structure and tilt angles of the helices with respect to the membrane normal [54]. However, a major pitfall – which has obscured structural interpretation of some of these data – is the fact that mutagenesis assays cannot be used to discriminate between direct and indirect effects on helix association.

Glycophorin A (GpA), which is a small and extensively characterized bitopic protein that forms homodimers in the plasma membrane [55], is a good example to illustrate this problem. Much work has been conducted by Engelman and co-workers to explore the determinants of stability in GpA dimerization, and to gain insights into the process of helix association in the membrane.
Systematic mutagenesis work by Lemmon et al. [50] identified a short sequence motif consisting of two glycine residues (Gly79 and Gly83), in which even physico-chemically mild substitutions abrogated dimerization. It was suggested that two glycine residues, which are small and polar, separated by three residues in the amino-acid sequence (Gly-Xaa-Xaa-Xaa-Gly) facilitate a closer approach of the two interacting α helices. It was later found that the Gly-Xaa-Xaa-Xaa-Gly motif can drive the dimerization of hydrophobic segments [56], and that it is statistically over-represented in TM sequences [57]. This and other sequence motifs were shown to have structural and functional roles in various TM proteins [58].

Although the role of the two glycine residues in the dimerization of GpA was deduced correctly from the mutagenesis assays, the same assays initially led to wrong conclusions with regard to Thr87 [50]. This position was also shown to be crucial for dimerization, and two different structural models based on molecular-dynamics simulated annealing were suggested that supported the important roles of this triad of residues in dimerization [59,60]. One model consisted of an asymmetric right-handed supercoil [59]; the other model, suggested four years later, showed symmetric right-handed packing of the two helices [60]. The models agreed that the two glycine residues mediate much of the inter-helix contact. However, whereas Thr87 made a direct contribution to helix association in the earlier model by forming an inter-helical hydrogen bond, the residue stabilized the interface indirectly in the later model by forming an intra-helical hydrogen bond. The structure of GpA solved subsequently by NMR [8] supported the latter model (Figure 6). It is interesting to note that, because mutation analyses alone cannot discriminate between these two types of contributions to helix interaction, the interpretation of the experimental results led initially to the acceptance of an incorrect model [59].

A major problem with molecular dynamics (which was used in the prediction of GpA [59,60]) is that it is computationally demanding, essentially restricting its application to small homo-oligomers. A different approach for predicting the structures of pairs of TM helices was recently suggested that is based, in essence, on an integration of the experimental data on the stability of TM oligomers [61]. Studies of model TM proteins such as GpA highlighted the important role of small and polar sidechains in mediating inter-helix contacts [56–58]. Thus, a simple scoring function was suggested that favored contact formation between such residues, and penalized contacts mediated by large residues. The scoring function can discriminate between decoys and the conformations of several native-state pairs of tightly packed helices with known structures, including GpA. Using this function, it has been found that the TM domains of the receptor tyrosine kinase ErbB2 could exist in two stable alternative conformations [62], which is in agreement with in vitro studies [63]. These results were used to suggest a model of activation for this receptor that is coupled to a switch between the two conformations of the TM domain. However, a major drawback of this method [61] is that it assumes that the pairs of helices under study are closely packed (<9 Å separation between the principal axes of the helices), thus, in effect, precluding its applicability to most polytopic proteins [61].

Recently, a different modeling strategy, based on a combination of biochemical and biophysical data, was applied to the lac-permease [53]. This 12-membrane-spanning bacterial protein catalyzes the stoichiometric transport of galactosides with a proton across the membrane. The transporter was extensively investigated using a combination of single-site mutagenesis, double-cysteine mutants, second-site suppressors and biophysical methods [48]. In modeling, the data on the membrane-spanning segments were interpreted as constraints that approximate helical structures, and other experimental results were employed to provide 99 long-range constraints (between residues that are not sequence neighbors). Several other constraints were derived from data about the residues that participate in the binding of ligand. These distance constraints were then used in modeling the protein structure based on algorithms that are employed in NMR studies [53]. Once the structure was solved at atomic resolution by X-ray crystallography of 3D crystals [21] (Figure 3c), it was possible to compare it to the model. The comparison revealed many global discrepancies but also confirmed many local interactions (e.g. residues that interact directly with sugar and positions of residues involved in proton translocation). A closer look at the constraints derived from the cross-linking experiments [52] showed that the distances implied by these data agreed with the crystal structure on the compact side of the protein that faces the periplasm (Figure 3c). However, many of the constraints in the cytoplasmic-facing part of the protein consistently underestimated the distances seen in the crystal structure by ~10 Å [64].

Two main reasons were suggested for the discrepancies between the model and the crystal structure [21]: (i) the transporter is a dynamic structure with alternating cytoplasmic- and periplasm-facing conformations, and, consequently, results from the mutation and cross-linking analyses reflect a superposition of several conformational sub-states; (ii) using disulfide-bond formation as an indication for inter-residue proximity tends to
underestimate the distances in the native state because the conformational changes of the protein bring into proximity residue pairs that might nevertheless be distal in the native structure. It is interesting to note that the cross-linking results indicated a model structure for the alternative periplasmic-facing conformation based on rotation of part of the structure with respect to the other [64]. In this alternative conformation, many of the experimental constraints in the periplasmic domain were consistent with the structure.

Concluding remarks

Structure determination of eukaryotic membrane proteins remains too slow to sustain hypothesis-driven experimentation aimed at understanding structure–function relationships in integral membrane proteins. Here, we have given examples for how mutational and computational techniques can be used to overcome this bottleneck by exploiting the information that is contained in intermediate-resolution structures obtained by cryo-EM. Although none of the techniques in isolation can provide anything more than clues, the sum of the different approaches yields insights into the structures of the targeted proteins at the level of individual amino-acid residues. Undoubtedly, as more intermediate-resolution structures emerge in the future, modeling techniques will be further refined and might be extended to include modeling of sidechains and non-canonical structures (Box 1) such as bulges and kinks [65]. Such refinements and extensions are likely to become crucial in the field of TM-protein structural studies, and will present researchers with a treasure trove of testable hypotheses to gain mechanistic insights into the function of integral membrane proteins.
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Progress in structure prediction of α-helical membrane proteins
Sarel J Fleishman and Nir Ben-Tal

Transmembrane (TM) proteins comprise 20–30% of the genome but, because of experimental difficulties, they represent less than 1% of the Protein Data Bank. The dearth of membrane protein structures makes computational prediction a potentially important means of obtaining novel structures. Recent advances in computational methods have been combined with experimental data to constrain the modeling of three-dimensional structures. Furthermore, threading and ab initio modeling approaches that were effective for soluble proteins have been applied to TM domains. Surprisingly, experimental structures, proteomic analyses and bioinformatics have revealed unexpected architectures that counter long-held views on TM protein structure and stability. Future computational and experimental studies aimed at understanding the thermodynamic and evolutionary bases of these architectural details will greatly enhance predictive capabilities.

Introduction

Transmembrane (TM) proteins comprise ~20-30% of the genome [1,2] and are involved in many crucial cellular processes, such as cell-to-cell signaling, metabolite transport and energy production. Solving the structures of these proteins is therefore imperative for clear mechanistic understanding of central processes in physiology. However, despite recent advances in production of TM protein crystals, membrane protein structures are difficult to obtain and comprise less than 1% of the entries in the Protein Data Bank (PDB) [3].

Comparative- or homology-based approaches to structure prediction have been immensely successful with soluble proteins [4]. These methods require a homologous protein, for which a structure has been solved. Because of this requirement, homology modeling has been most useful for the few TM protein families, for which at least one member has been crystallized. A recent analysis of homology-modeling accuracy for membrane proteins has shown that the protocols that are successful in comparative modeling of soluble proteins reach similar achievements for membrane proteins [5]. However, because at present only few representative atomic-resolution structures of TM protein families are available, homology modeling cannot serve as a general purpose approach for structural modeling. In this review, we will therefore focus on recent advances in structure prediction that do not rely on homology to solve structures (subject covered in [6,7]).

Membrane protein folding can be conceptually decomposed into two consecutive steps: folding of the individual hydrophobic segments into helices followed by helix association (Figure 1) [8]. Accordingly, the problem of predicting the structure of α-helical TM proteins has been approached by breaking it down into the following steps: (i) delineating the boundaries of the TM segments, each of which will assume a helical conformation; (ii) determining the topology of the protein (i.e. which extramembrane segments reside inside the cytoplasm and, conversely, which segments reside outside the cell); and (iii) predicting the tertiary conformation of the protein (i.e. the way in which the helices are packed with respect to one another). The past few years have seen considerable advances in all of these steps. In this review, we will describe some of these advances and emphasize the discovery of novel features of TM protein folds that bear on the goal of structure prediction.

Identification of TM α-helices in the protein sequence

Early attempts for predicting the locations in the sequence of membrane-integral segments were based on the notion that a sequence segment would partition into the membrane if it were sufficiently long and hydrophobic. Starting with the method of Kyte and Doolittle [9], various algorithms for detecting membrane-embedded sequence segments were proposed on the basis of experimental and computational data. At the core of these methods lies a hydrophobicity scale that assigns to each amino acid residue a score that can be roughly interpreted as the free energy of its transfer from hydrophilic to hydrophobic media, corresponding to its insertion probability into the membrane. The typical approach would then be to search the sequence for a sufficiently hydrophobic stretch of residues comprising...
approximately 20 amino acids, which is the minimal length necessary for an \( \alpha \)-helix to traverse the 30 Å hydrophobic core of the membrane [10].

During the 90s, there was a departure from physicochemically based approaches to methods that rely on statistical inference, such as hidden Markov models, support vector machines and neural nets, all of which make use of the existing knowledge on the partitioning of particular sequence segments to the membrane. These methods appeared at first to be superior to the simple hydrophobicity-based methods, with success rates of 90% and above [1]. However, a fundamental difficulty in the validation of statistical methods is to obtain sufficiently disparate datasets for training and validation. Indeed, when Rost and co-workers recently revisited the problem of TM sequence prediction [11] using datasets that were carefully constructed with the aim of decreasing redundancy, they found that the success of the statistical approaches was overrated, and they in fact achieved results that were not much better than those that were obtained by some of the hydrophobicity-based methods. In this respect it is important to emphasize that an overlap of only three amino acids between the predicted and observed helices is considered sufficient for being an accurate prediction [11]. Thus, in a recent survey it was demonstrated that, on average, the best-performing prediction methods were in error by a little more than two turns at the helix termini [12]. Because most structural modeling approaches rely on the correct identification of the helical segments in the sequence (see below), these large errors are likely to propagate in subsequent modeling stages, requiring manual intervention. A more alarming conclusion made in this survey concerned the inability of current prediction methods to identify ‘irregular’ structures, such as half helices and re-entrant loops, as those seen in the structure of the potassium channel (Figure 2) [13] and the aquaporin family [14]. Hopefully, with the likely increase in the number of proteins exhibiting such irregularities over the next few years, some unifying principles will emerge from their sequences, enabling prediction of these features.

Recently, the hydrophobicity-based approach to detecting membrane-embedded segments was given another boost from the experimental studies by von Heijne and co-workers [15]. The authors reported a series of experiments that attempted to obtain a hydrophobicity scale using an experimental setup that is far closer to the physiological system than previous experimental reports, including the translocon protein-conducting channel and membranes from the endoplasmic reticulum (ER). Concerns were raised regarding the possibility that some of the measured partitioning energies encompass contributions from interactions between the probe sequence segments and other protein components in the system, thus limiting the generality of the scale produced by these measurements [16]. Nevertheless, this experimental

Figure 2

The potassium channel [13] is one of the several structures of membrane proteins that show structural ‘irregularities’, such as half helices (blue) and re-entrant loops. These irregularities cannot be identified from the sequence by current methods [12]. For clarity, only three out of four of the subunits comprising the potassium channel are shown. Figure generated with MolScript [70] and rendered with Raster3d [71]. Figure reproduced with permission from [37].
approach is promising, raising hope that the prediction of the location of TM helices in the sequence of membrane proteins will eventually be based on algorithms that account for the various factors that affect protein translocation in biological systems.

Topology

Determining the topology of a membrane protein is a crucial preliminary step to modeling its structure as it constrains the way individual TM segments could associate within the membrane, as well as subunits within complexes. The positive-inside rule (i.e. the observation that the segments in the cytoplasmic loops and the TM segments that are adjacent to the cytoplasm are often enriched in the positively charged lysine (K) and arginine (R) residues when compared with the extracellular loops (Figure 1) [17]) has remained the most powerful tool for predicting the topology of a protein from its sequence for almost two decades. The factors contributing to the (K + R) bias are under intense study, and it is still unclear whether the bias originates from properties of the translocon [18] or the cytoplasmic membrane [19], but a recent statistical survey of 107 genomes reconfirmed the validity of this empirical rule [20]. The (K + R) bias can serve as a rule for predicting topology, by requiring that more positively charged residues face the cytoplasm [1].

Recently, von Heijne and co-workers have conducted a whole-proteome experimental analysis of the topology of TM proteins in the Escherichia coli inner membrane [21**]. They used two reporter proteins that were linked to the C-terminus of each putative membrane-integral protein in E. coli. One of these reporters is only active in the cytoplasm, whereas the other is exclusively activated in the periplasm. By measuring the activities of the reporters, the authors assigned the topology of 601 out of 700 predicted TM proteins in the E. coli genome. Comparing these data to the predictions of a widely used algorithm that is based on a hidden Markov model called TMHMM [2], the authors found that roughly 80% of the predictions were in accord with the experimentally determined topologies. This correlation shows that the major aspects affecting protein topology are captured by contemporary computational methods, but that these still have significant room for improvement. These experimental results can serve as a much-needed large-scale benchmark for validation and comparison of future topology prediction algorithms.

The vast majority of proteins in von Heijne and co-workers’ analysis exhibited unique topology [21**], whereby their C-terminus was found to be either cytoplasmic or periplasmic. However, for five out of 601 proteins both reporters were activated, implying that for each of these five proteins, some of the protein copies inserted with one topology, and the others with the reverse topology [21**,22]. The five proteins with dual topology are relatively small in size, comprising ~100 amino acid residues and are predicted to contain four TM domains. Furthermore, as expected, all five exhibit very small (K + R) biases. For at least one of these proteins, the prototypical small multidrug resistance antiporter EmrE, the suggestion of dual topology was already made in the past on the basis of structural data and the lack of clear (K + R) bias [23]. Nevertheless, it is important to note that a previous study based on a different biochemical assay reported a unique topology for this protein [24]. This conflict between two lines of experimental evidence still needs to be resolved, but the suggestion that some TM proteins insert with opposite topology has significant implications for understanding structures and functions of these proteins.

Threading and ab initio structure prediction

On the one hand, integral membrane proteins exhibit much higher uniformity of secondary structure (mostly a-helical bundles) than soluble proteins, and are highly constrained in their conformations because of the presence of the membrane [25]. It could therefore be expected that ab initio structure prediction, whereby the protein structure is predicted without resorting to homology with other proteins or to experimental data, should be a more feasible goal for TM than for soluble proteins. On the other hand, as sampling significant portions of conformation space remains a very challenging aspect of ab initio structure prediction [26], success in soluble protein structure prediction has been restricted to small proteins, consisting of approximately 80 amino acid residues [27]. Membrane proteins are usually much larger; for instance, visual rhodopsin, which serves as a prototype for the large family of 7-TM GPCRs, consists of more than 300 amino acid residues.

Two similar methods, MembStruk [28–31] and PREDICT [32,33], were specifically tailored to predict the structures of GPCRs on the basis of physicochemical principles. For both methods, a full-atom model of the GPCR is automatically obtained, based on the amino acid sequence of the protein alone. In the first step, the boundaries of the seven TM helices are predicted by means of hydrophobicity scales. A preliminary (tentative) coarse-grained model of the packing of these helices into a compact and closed structure is constructed, and various conformations in the vicinity of this state are sampled at random, favoring conformations in which hydrophobic residues face the lipid. Full-atom models of the TM domains of these structures are built and subjected to several cycles of optimization using molecular dynamics (MD) simulations. The outcome is a full-atom model of the entire protein, including the extra-membrane loops. The methods produced 3D models of bovine rhodopsin, the only GPCR structure available in the PDB, with ~3 Å root-mean-square deviation (RMSD) from the native structure in the TM region. Further validation of this
approach includes *in silico* docking of known drug-like compounds to the receptors. Model structures of several GPCRs, including the β2 adrenergic [30] and D2 dopamine [28] receptors, were built this way and used successfully for drug design [32]. This suggests that important structural aspects of the ligand-binding site were accurately captured by these methods. However, it was not shown unambiguously that the remainder of the structure is correct too.

Another potentially promising approach utilizes the two-step TASSER method that threads the sequence on parts of solved protein structures, and then refines the resulting template [34*]. Validation on a set of 38 nonhomologous TM protein structures yielded 17 structures for which the RMSD to native was less than 6.5 Å, but many others with RMSD to native greater than 10 Å. When applied to predicting the structure of bovine rhodopsin, TASSER produced a model with a low 2.1 Å RMSD from native on the Cα coordinates of the TM domain. Subsequently, the method was applied to model the structures of most of the ~900 human GPCRs, and a few of these models were examined and appeared to be consistent with the available experimental data. It is important to note that although the method’s success in modeling rhodopsin is promising, only a few other GPCRs showed substantial similarity (>30% sequence identity) to bovine rhodopsin [7,34*], and it is therefore uncertain that the other models are as faithful to the native state as the model of rhodopsin. Also, it is not known yet whether TASSER’s GPCR models are likely to be closer to the receptors’ inactive or active form, the latter of which is pharmaceutically more interesting [7]. Nevertheless, the models generated by TASSER might provide an important resource for probing structure–function relationships in this important class of receptors, as many of the current approaches to modeling GPCR structures rely on homology to bovine rhodopsin [6], despite the low sequence identity.

Recently, the Rosetta algorithm for structure prediction, which has been successful in the free-modeling category of the community-wide experiment on critical assessment of structure prediction (CASP) [35], was adopted and implemented for TM protein structures [36*]. Inter-residue contact potentials were derived from a set of solved protein structures, and enriched with their sequence homologues. Validation on a set of solved TM protein structures showed that the performance of this implementation of Rosetta (below 4 Å for 51–145 of the superimposed residues) is comparable to that of Rosetta for soluble proteins in the same size range. Although full-atom prediction was shown to produce significant improvements in prediction accuracy of soluble proteins [27], it was not tested in this implementation of Rosetta, partly because of the prohibitive computational load associated with full-atom prediction for large proteins.

### Structure prediction based on experimental constraints

One potential venue for obtaining novel structures, which has been explored by several groups in recent years, is the exploitation of functional and low-resolution structural data on TM proteins to constrain models [37*]. Such data could involve site-specific mutagenesis, chemical cross-linking, intermediate-resolution structures and biophysical data, such as NMR, EPR and FTIR. These heterogeneous data are interpreted as constraints on the positions of individual amino acid residues or on the structural relationships among them. For instance, positions that are intolerant to substitution are likely to be packed inside the protein core, and positions that cross-link are likely to be vicinal. In addition to these experimental data, the modeling methods assume that the hydrophobic segment forms α-helices that traverse the membrane.

The pioneering work of Herzyk and Hubbard [38] employing such disparate data sources produced very promising results, with a model of bacteriorhodopsin matching the native-state structure by a low 1.87 Å RMSD. However, further modeling attempts that relied primarily on mutation and cross-linking data demonstrated that it is difficult to interpret many of these data in a structurally unequivocal way [37*]. Recent implementations of this approach have therefore relied on more limited data sources. For instance, a method was suggested recently that employs data that can be interpreted as distance constraints between amino acid residues from EPR, FTIR and chemical cross-linking [39]. Models consisting of α-helices were sampled using a Monte Carlo strategy. The conformations were scored according to the extent to which they satisfied the experimental distance constraints and structural parameters derived from a set of solved TM proteins, including preferred helix-packing angles and distances, pairwise amino acid contact preferences and overall structural compactness. Encouragingly, this method was shown to produce a model of rhodopsin, which was 3.2 Å RMSD from the native-state structure, based on only 27 experimentally derived distance constraints (taken from published studies), demonstrating that it might be possible to obtain close-to-native models of large membrane proteins on the basis of a limited set of experimental constraints.

Several groups have recently suggested methods that employ data from cryo-electron microscopy (cryo-EM) intermediate-resolution structures, together with data on hydrophobicity, evolutionary patterns and the lengths of the loops that connect neighboring TM segments [37*]. For several proteins, cryo-EM structures are available at in-plane resolutions of 5–10 Å (e.g. the gap junction [40] and EmrE [23]). At this resolution, it is impossible to either position individual amino acid residues, or even unambiguously identify the assignment of TM segments
to the helices observed in the cryo-EM structure. Hence, structure prediction based on cryo-EM is typically comprised of helix assignment, followed by orientation of the helices around their principal axes.

To solve the helix assignment problem, various studies used biochemical data on the functional roles of individual TM segments [41,42]. A complementary approach relies on the fact that some of the loops that connect TM helices are quite short (less than eight amino acid residues). Such short loops constrain the distance between the helix termini that they connect. Based on this constraint, an algorithm was recently suggested, which, for a given cryo-EM structure and the lengths of each of the interconnecting loops, scans all possible assignments (potentially n! permutations, where n is the number of helices in the map), and ranks them by their compatibility with the cryo-EM structure [43]. The performance of the algorithm was found to be sensitive to the exact delineation of the helix start and end points, which are difficult to predict with accuracy. Another proposed method that suffers less from such sensitivity ranks each TM sequence segment according to its overall hydrophobicity and evolutionary conservation [44]. Highly conserved and hydrophilic segments were ranked as helices that are likely to be buried within the protein core, and more variable and hydrophilic segments were assigned to lipid-exposed positions.

Once the helix assignment problem is solved for a given protein, canonical α-helices are constructed to fit the data in the cryo-EM map, and are rotated around their principal axes to identify the native-state conformation. Following the work of Baldwin et al. [45] on the prediction of the structure of the TM domain of rhodopsin based on its cryo-EM structure and sequence analysis, recently two similar methods [46,47] were independently suggested. It was shown that the cores of many TM protein structures are much more evolutionarily conserved than their peripheries, and tend to pack the most polar residues [48]. These observations can be framed as predictive rules, according to which orientations that pack conserved and hydrophilic positions in the helix bundle are more favored than others. One of the methods generates only Cα models [47], whereas the other adds sidechains and uses manual refinements and minimization to generate full-atom models [46]. It should be noted, however, that often the energy landscape for full-atom models is extremely rugged and even 1 Å differences in the atom positions from the native-state structure can result in large energy penalties [26]; thus, it still remains to be seen whether the addition of sidechains improves the resulting models.

The two methods were applied to intermediate-resolution structures of TM proteins, for which atomic-resolution data were not available: the oxalate transporter OxlT [46] and the gap junction [49**]. Because the evolutionary-conservation pattern on two of the helices of the gap-junction forming protein, connexin, was not informative enough to constrain their orientations, another sequence analysis method [50] was employed that identified correlated amino acid positions, thus predicting which pairs of amino acid residues could interact. Part of the attractiveness of an approach to structure prediction, which uses information from sequences and cryo-EM structures, lies in the fact that it does not necessarily rely on large amounts of previously published functional data. Hence, it is possible to subsequently use these data for validation. In the modeling of the gap junction TM domain, for instance, it was shown that, although the model was not constrained by clinical data, it placed almost 30 disease-causing but physicochemically mild mutations in the core of the helix bundle, where they would disrupt folding, whereas two physicochemically radical polymorphisms were placed in more spacious regions of the protein structure [49**]. Similarly, the model structure of OxlT placed residues that were found to crosslink in experimental assays in proximal positions [46].

Kinks in TM proteins are known to have important functional roles [51,52] but, until recently, could not be predicted from sequence information. Recently, it was shown that, in many cases where a kink is present in a TM protein structure, prolines are observed in the multiple-sequence alignment, even if the solved protein structure does not contain a proline at that position [53*]. The direction and magnitude of the kink might also be predicted from local sequence features [54]. Accordingly, it might be possible to model kinks where these have been observed in low-resolution structures, as in EmrE [23], or to bias the ab initio predictions to produce kinks and, thus, generate more native-like models.

**Computational validation of structures**

Recently, a small number of atomic resolution structures of membrane-integral proteins were suggested to represent conformations that are distorted with respect to the native-state structure [55,56]. Atomic resolution structures inspire a large amount of (usually very productive) work aimed at understanding structure–function relationships. Conversely, physiologically irrelevant structures might cause much work to be done in vain, on top of supplying a wrong view of the protein. Usually, the ultimate test for the physiological relevance of a structure is its compatibility with carefully crafted biochemical and biophysical analysis. However, such analyses are often difficult to conduct. Because some of the computational analyses described above can be used to predict the structures of membrane-integral proteins, it is reasonable to expect that they might provide grounds for doubting structures that have not been sufficiently supported by biochemical data. As an example of this approach, Figure 3 shows two structures of the bacterial multidrug resistance protein EmrE obtained by X-ray crystallography at 3.8 Å and 3.7 Å resolution [57,58]. Both structures...
are clearly at odds with the observation made on many TM protein structures that evolutionarily conserved positions tend to be packed in the core of the α-helix bundle, whereas the variable residues face the lipid environment [46,47,59,60]. The discrepancy between the conservation pattern and the packing of residues parallels an analysis, reported in this issue of *Current Opinion in Structural Biology* [61], that compares these structures with the known biochemical and biophysical data on EmrE, concluding that they most likely do not represent the physiological native state of the protein.

**Future directions**

In recent years, computational methods have been implemented for the prediction of TM protein structures. However, the roles of different energetic factors in contributing to TM protein folding are still poorly understood [25,62] and therefore difficult to predict. For instance, it was proposed that in low-dielectric environments polar bonds would make a large contribution to protein stability [10]. Indeed, in engineered systems, hydrogen bonds were shown to drive the interaction between TM helices [63,64], but recent measurements of the strengths of polar interactions in membrane proteins have yielded smaller magnitudes [65,66] than anticipated by computations on ideal hydrogen bonds [67,68]. Based on these and other measurements of the energetics of helix association in the membrane, it has been suggested that the primary contribution to helix interactions in the membrane comes from van der Waals packing and originates from buried surface area as in soluble proteins [69]. This suggestion, which requires additional experimental support, is crucial because it implies that the major factors that are currently embodied in *ab initio* methods for structure prediction in soluble proteins, such as steric packing [27], might be equally useful in membrane-integral proteins. It is likely that the relative contributions of polar and van der Waals interactions to membrane protein stability will continue to be a matter of intense experimental investigation over the next few years, and that the lessons learned from these studies will be incorporated into the force fields of *ab initio* and threading algorithms for membrane proteins [34,36]. The use of these lessons could reduce, in part, the need for deriving pairwise contact potentials from the small number of solved TM protein structures.

One impediment on the way to the application of *ab initio* techniques to membrane proteins is the fact that these proteins are very large in comparison with soluble proteins, to which these methods were successfully applied, thus making full-atom prediction impractical [36]. However, as modeling approaches that make use of experimental information, such as cryo-EM low-resolution structures and distance constraints, have been clearly successful in identifying near-native although coarse-grained conformations of TM proteins [38,39,45–47], a
synergy might be attainable from combining these methods with full-atom predictions. This would result in reliable atomic models at a computationally feasible cost.

With the advent of new structures and the application of novel biochemical assays to membrane-integral proteins, the last few years have seen a large increase in the qualitative understanding of TM protein folds. This improved understanding has gone hand-in-hand with more sophisticated prediction and modeling attempts. Undoubtedly, the new structures and structure–function analyses that will be conducted over the next few years will teach us many lessons on the possible architectures of TM proteins and their governing thermodynamic principles, further increasing our predictive capabilities.

**Update**

Recently, the Rosetta membrane methodology [36] was adapted and applied to study the voltage-induced conformational changes in the voltage-dependent potassium (Kv) channels [73]. Open and closed conformations were computed for the eukaryotic Kv1.2 channel and for the bacterial KvAP on the basis of the published methodology, the homology to X-ray structures of these channels and several experimental constraints. The computed open conformation of Kv1.2 was close to its crystal structure, thus serving as partial validation for the approach. Interestingly, the results suggest that the conformational changes in the voltage-sensor domain of the bacterial protein are larger than the changes in Kv1.2, which could explain the large inconsistencies between functional studies of the bacterial and eukaryotic channels.
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The main objective of the work that is the subject of this dissertation has been the development and implementation of tools that would be capable of producing reliable model structures that can be used to plan and interpret experiments on
structure-function relationships in TM proteins. Hence, much of the work has focused on developing methodologies that have proven useful and accurate in the past, such as the use of evolutionary conservation to guide the orientation of membrane-spanning α-helices (M4:Fleishman et al., 2004) and the detection of correlated substitutions in the evolutionary history of protein families to constrain distances between amino-acid positions (M5:Fleishman et al., 2004). I have studied three specific cases that represent three broad functional classes in TM proteins: the receptor tyrosine kinase (RTK) ErbB2 (M1:Fleishman et al., 2002), the gap-junction intercellular channel (M7:Fleishman et al., 2004), and the small multidrug resistance transporter EmrE (M9:Fleishman et al., 2006). Hence, taken as a whole, this dissertation demonstrates the general applicability of the bioinformatics-based structure-prediction tools developed here to diverse classes of TM proteins. This approach does not provide new insights on the protein-folding process, and cannot be used in large-scale structure prediction. However, in contrast to most ab-initio methods, which produce models of TM proteins that are still too remote from the native state to be useful for motivating experiments (Pellegrini-Calace et al., 2003; Yarov-Yarovoy et al., 2006), the bioinformatics-based approach has generated models that have a good correspondence with biochemical data as well as with high-resolution structures (Baldwin et al., 1997; M4:Fleishman et al., 2004). In all of our reports on structural models (M9:Fleishman et al., 2006; M1:Fleishman et al., 2002; M7:Fleishman et al., 2004), we have formulated specific hypotheses that can be tested experimentally in order to validate the models and to gain additional mechanistic understanding. To demonstrate how these models can be used to inspire structure-function studies, we have collaborated with experimentalists to produce the first data on interactions that stabilize the TM domain of the gap junction intercellular channel (M8:Fleishman et al., 2006).
The modeling approach reported here treats the membrane-spanning segments as canonical α-helices, in spite of the fact that significant deviations from α-helicity have been observed in membrane-protein structures (see Figure 4 of Introduction) and linked to important mechanistic features (Abramson et al., 2003; Ubarretxena-Belandia and Engelman, 2001). Although there are no general methods that can predict these deviations (M11:Fleishman et al., 2006), studies of TM-protein folds and the factors that produce deviations from helicity can engender some improvements in the quality of the resultant models. In this connection, a recent bioinformatics analysis has shown that the locations of kinks within TM α-helices, might be predictable from sequence features (Yohannan et al., 2004). This demonstration has helped us to position a kink in the model structure of EmrE, and thus to produce a structurally more realistic model (M9:Fleishman et al., 2006).

An important aspect that is lacking in the methods reported in this dissertation is the prediction of locations of sidechain atoms. Reliable modeling of sidechain atoms will be a significant advance because it will allow careful inspection of the physicochemical soundness of the models and provide a framework for direct analysis of the factors that stabilize the protein structure, such as packing and polar interactions. Since bioinformatics-based methods produce near-native models (Baldwin et al., 1997; M4:Fleishman et al., 2004), it might be expected that they would serve as a convenient platform for full-atom modeling using energy minimization. Although this notion has been explored recently, it has not been shown whether the resultant full-atom models are more accurate than the preliminary Cα-trace models, on which they were based (Beuming and Weinstein, 2004). It should be borne in mind that due to the roughness of the energy landscape of protein conformations even a 1Å RMS difference in the atom positions from the energetically
optimal conformation might engender very high energies (Schueler-Furman et al., 2005); since the bioinformatics-based models vary by 1-3 Å from the native state (M4:Fleishman et al., 2004), adding full atoms to the Cα-trace models is not a trivial undertaking. Considering all of the above, one reasonable route in order to improve the quality of the structural models, which has not been tested so far, is to employ the ab-initio approach (Yarov-Yarovoy et al., 2006) to search for full-atom models around the conformations predicted by the bioinformatics-based method (M12:Fleishman and Ben-Tal, 2006). This proposition makes use of the strengths of both approaches, and is likely to result in reliable full-atom models at computationally reasonable costs, which is one of the most important goals of the structural biology of membrane proteins.
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Appendices
A Novel Scoring Function for Predicting the Conformations of Tightly Packed Pairs of Transmembrane α-Helices
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Pairs of helices in transmembrane (TM) proteins are often tightly packed. We present a scoring function and a computational methodology for predicting the tertiary fold of a pair of α-helices such that its chances of being tightly packed are maximized. Since the number of TM protein structures solved to date is small, it seems unlikely that a reliable scoring function derived statistically from the known set of TM protein structures will be available in the near future. We therefore constructed a scoring function based on the qualitative insights gained in the past two decades from the solved structures of TM and soluble proteins. In brief, we reward the formation of contacts between small amino acid residues such as Gly, Cys, and Ser, that are known to promote dimerization of helices, and penalize the burial of large amino acid residues such as Arg and Trp. As a case study, we show that our method predicts the native structure of the TM homodimer glycophorin A (GpA) to be, in essence, at the global score optimum. In addition, by correlating our results with empirical point mutations on this homodimer, we demonstrate that our method can be a helpful adjunct to mutation analysis. We present a data set of canonical α-helices from the solved structures of TM proteins and provide a set of programs for analyzing it (http://ashtoret.tau.ac.il/~sarel). From this data set we derived 11 helix pairs, and conducted searches around their native states as a further test of our method. Approximately 73% of our predictions showed a reasonable fit (RMS deviation, 2 Å) with the native structures compared to the success rate of 8% expected by chance. The search method we employ is less effective for helix pairs that are connected via short loops (<20 amino acid residues), indicating that short loops may play an important role in determining the conformation of α-helices in TM proteins.
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Introduction

Transmembrane (TM) proteins are crucial mediators of cell-to-cell signaling and of transport processes. This makes them attractive targets for drug discovery as well as for improving our understanding of cellular processes. Despite their importance, however, only about a dozen distinct folds of TM proteins have been solved to date by such high-resolution methods as crystallography and NMR. Attempts to determine the structure of this class of proteins by these methods are hampered seriously by technical problems related to their purification and crystallization. It would therefore be advantageous if these technical difficulties could be bypassed, and the structure of these proteins inferred by computational means.

Because the number of TM proteins whose structures have been solved at high resolution is small, an energy-like contact potential cannot be constructed by straightforward statistical means. Our approach has been to construct a quasi-energy scoring function based on qualitative analyses of TM protein structures carried out over the past decade. We hope that this work may be used also
as an evaluation of the current level of understanding of the factors driving helix association in TM proteins. Structure prediction in soluble proteins by computational methods is considered extremely difficult, largely because of the variety of possible folds, which implies a vast number of degrees of freedom. In contrast, TM proteins may be grouped into two classes, the fl-helix bundle and the "barrel. This considerably reduces the number of degrees of freedom that determine the structures of these proteins. Here, we concern ourselves only with the fl-helix bundle class, which is the only one known to inhabit the plasma membrane.

According to the widely accepted two-stage model, the first step in TM protein folding is the insertion into the membrane of the TM domains as fl-helices. Only in the second stage do these helices associate to form helix bundles. (For recent reviews of this and other thermodynamic models of membrane protein folding, see Popot & Lemmon & Engelman and White & Wimley.)

One of the implications of the two-stage model is that, overall, the stability of individual TM domains is independent of that of other domains. Hence, prediction of TM protein structure may begin with prediction of TM helix locations on amino acid sequences. The past few years have seen much progress in computational methods devised for this purpose. Algorithms for determining the topology of these segments in the membrane, i.e. for establishing whether the N terminus is inside or outside the cell, have been successful. There is room for improvement in the understanding of this stage of protein folding, but essentially it has been well explored. Here, we reduce the problem of TM protein structure prediction to the problem of predicting the correct packing of rigid fl-helices. Deviations from ideal fl-helicity, such as kinking and uncoiling, are indeed encountered in TM proteins, and are known to have functional importance. However, since there are no known methods for predicting these phenomena from sequences, we do not address them here.

Some early attempts were made to predict helix orientations in relation to each other by using the hydrophobic moment concept. However, in view of the hydrophobic nature of the membrane, the hydrophobic driving force is probably less important in this medium than in soluble proteins, and the hydrophobic moment has proved to be of limited use in TM structure prediction. The main driving force for the folding process is thus considered to be the efficient packing of helices.

Attempts have been made to predict the structure of specific TM proteins. For high-resolution structure prediction of pairs of TM fl-helices Adams et al. developed a method based on molecular dynamics, utilizing data derived from mutational analyses. Briggs et al. extended this method by using phylogenetic data instead of mutational analyses. Pappu et al. showed that the computational load associated with searches in conformational space, using models in atomic detail, may be reduced considerably by the use of a potential-smoothing technique. They demonstrated the competence of the approach by successfully retrieving the structure of glycoporphin A (GpA). Based on their experience, we explore the possibility of reducing the computational burden further by using low resolution from the outset. This allows us to carry out an exhaustive search of conformational space, and it enables us to systematically test the method on many examples.

The number of solved TM protein structures is relatively small, and the factors driving helix association in the membrane are still poorly understood. Nevertheless, several studies have offered substantial qualitative insight into TM helix–helix dimerization. It was shown that TM helices are at least as tightly packed as helices of soluble proteins, and that small residues (Ala and Gly) and small hydroxyl-containing residues (Ser and Thr) are often buried deeply in TM proteins. An important role was ascribed to Gly in mediating helix–helix contacts in TM proteins. In an attempt to overcome some of the limitations that are inherent in the analysis of residue propensities in TM proteins because of the small number of solved TM protein structures, Senes et al. carried out a statistically more extensive study on the sequences of TM proteins. Their results reinforce the conclusions of the qualitative studies, and suggest that TM helix interactions are often mediated by fl-branched amino acid residues (Ile and Val) and, to a lesser extent, by the fl-branched amino acid residue Leu.

Lemmon & Engelman offer an explanation for these dimerization-related phenomena in terms of the so-called lipophobic effect. They argue that the presence of small residues on the face of the helix leads to the formation of cavities, should the helix interact with the "cylindrical" lipid chains. Cavity formation is considered costly in terms of energy. On the other hand, these cavities may be eliminated by another helix with an accommodating pattern of large and small residues. The fl-branched amino acids are thought to be preferable for dimerization because their rotamers are constrained within the context of an fl-helix. This reduces the entropy loss that usually accompanies the association of protein parts.

Recently, Senes et al. showed that hydrogen bonding, with C^ acting as hydrogen donor, may be an important factor in driving helix–helix association in TM proteins. Their analysis provides a thermodynamic justification for the important role of amino acid residues with small side-chains (Ala, Gly, Ser and Thr) in mediating helix–helix dimerization; their small volume makes the backbone atoms more accessible. Recent work has shown that hydrogen bonds between polar side-chains, e.g. Asn–Asn, play a significant role in stabilizing helix association in model TM
ridges on the face of the helix. These ridges are separated by grooves. In order to maximize the hydrophobic surface area making contact between these side-chains, and to minimize cavities, a ridge on one helix may be inserted into a groove on the face of another. For example, a conformation in which a ridge formed by residues separated by four amino acid residues in the sequence of one helix is associated with a ridge separated by three amino acid residues in the sequence of another helix is called 4–3 class packing. Analysis of this model had helped explain why certain crossing angles predominate in the packing of helices.33

Recently, Bowie34 and Walther et al.35 showed that in the case of globular proteins, much of the preference for the packing angles predicted by the ridges-into-grooves model is actually a result of statistical bias. Their results demonstrate that when the packing-angle propensities are normalized, the preference for these packing angles is not as pronounced as expected from the ridges-into-grooves model alone.33 Nevertheless, the case of TM helices is different, since the area mediating contact between the helices in TM proteins is usually larger than that in globular proteins.34 Therefore, steric packing is likely to play a more important role in determining the structure of these proteins.34 We stress that in tightly packed helices (defined here as helices in which the distance between the principal axes is less than 9 Å), steric packing is likely to play an important role. This is because the very short distance between the principal axes of the helices essentially compels the side-chains in the contact region on one helix to be accommodated by the grooves of the other helix.

Our method in constructing the scoring function for discriminating conformations that would allow tight packing from those that would not was to formulate the qualitative insights pertaining to solved TM protein structures, as presented above, in a quantitative manner. We then tested this formulation against a selection of helix pairs from the solved structures of membrane proteins. Here, we present our scoring function for contact between TM helices. As a case study, we examine the TM homodimer GpA, and discuss at length our computational results on this protein in the light of experimental mutation analyses and its structure determination.26,27 We present our results of searches for optimal structures of 11 TM helix pairs derived from TM proteins of known structure.

The Proposed Model

Our aim in this work was to construct a scoring function to distinguish conformations that allow tight packing of a pair of helices from conformations that impede such packing. The helices are reduced to their Cα trace. Our function attaches a score based on the amino acid composition of the
helices and the space coordinates of their Cα atoms to each conformation of two helices. The function is defined such that its minima are associated with tightly packed conformations. For tightly packed pairs of helices, one of these minima should be the native state.

Our approach in computing the score of a given conformation of helices is to maximize the number of contacts between residues that promote helix interactions and to penalize the burial of large amino acid residues. We score any conformation of a given pair of helices as the sum of two terms: a negative term contributing to the score for contact between pairs of residues known to promote close-packing among helices, and a positive term penalizing the burial of large residues in the interface. The optimal score is thus expected to be a global minimum:

$$\text{Score} = \sum (B^i + B^j)M^{(i,j)} + 10 \sum B^l : (i,j) \in P, l \in L$$

(1)

where P is the set of all pairs of residues forming contact in a given conformation, and $B^i$ and $B^j$ are approximations of the burial of the two residues i and j forming that contact between two different helices, as described in Methods. Values for B range from 0, signifying no burial, to 1, signifying complete burial (Figure 1). L is the set of all amino acid residues l with large side-chains (Arg, His, Lys, Met, Phe, Trp and Tyr) that appear on either helix, and are well buried in the interface between the helices ($B^l \geq 0.9$). We penalize the burial of large residues only if they are buried to a large extent in the interface; in other cases, large residues may often assume accommodating conformers, and not form steric hindrances.

$M^{(i,j)}$ is the maximal score contributed by each pair of amino acid residues when mediating contact between a pair of helices (Table 1). To determine these contributions we considered four classes of amino acid residues: Gly; the small residues (Ala, Cys and Ser); the β-branched residues (Ile, Thr and Val); and residues with constrained side-chains (the γ-branched residues Asn and Leu, and Pro). In the absence of a direct statistical method to calculate the relative contribution of each pair of residues to the formation of contacts among helices, we used only four values (0, $-\frac{1}{2}$, $-\frac{1}{4}$ and $-1$) to reflect the relative contribution of each pair to dimer formation. These values are a crude approximation of the qualitative data available in the literature and presented in Introduction. Thus, since Gly–Gly and Gly–Val contacts have been shown to be favorable for promoting helix contact formation,23,24,26,36,39 their respective classes contribute substantially to the overall score.

It was recently suggested that the Cα–H···O hydrogen bond37 is a driving force for TM helix contact formation. By promoting contacts between Gly and small residues such as Ala and Cys, as well as contacts between Gly and the hydroxyl-containing amino acid residues Ser and Thr, the scoring function favors contacts between the Cα atom of Gly to either the backbone or side-chain hydrogen-bond acceptors. Interhelical hydrogen bonds among polar side-chains were recently shown to strongly promote association of model helices in the membrane.1,28–30 Though our scoring function is concerned mainly with tight packing of helix pairs, some of the reported hydrogen-bond interactions are included implicitly, e.g. Ser–Ser, and Ser–Thr. Contacts among residues that do not belong to any of the above mentioned classes make no contribution to the overall score.

### Results

#### Glycophorin A

The TM protein on which we have focused most attention as a representative of tightly packed TM proteins is the human GpA.40 GpA is a monotopic sialoglycoprotein, which is abundant as a homodimer in erythrocyte membranes (Figure 1). In the past decade, the relationship of its amino acid composition to its dimerization characteristics has been scrutinized by a combination of mutational36,38,41 and computational analyses.42,43 Recently, its structure was solved both in micelles26 and in membrane bilayers.37 The structure conforms to many of the conclusions derived by the mutational analyses. The essential elements of the dimerization of GpA are interactions between Gly and Val residues. Apart from that, the two helices form the ridges-into-grooves class 4–4 packing motif.35 Because the movement of the two helices comprising the homodimer is not constrained by

---

**Table 1.** The maximum score that can be contributed to the total conformational score by a pair of contacting residues

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Gly</td>
<td>−1</td>
<td>−1</td>
<td>−1/2</td>
<td>−1/4</td>
<td>0</td>
</tr>
<tr>
<td>β-Branched (I,T,V)</td>
<td>−1</td>
<td>0</td>
<td>−1/2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Small (A,C,S)</td>
<td>−1/2</td>
<td>−1/2</td>
<td>−1/2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Constrained (L,N,P)</td>
<td>−1/4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Others</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*Residues are grouped according to their steric characteristics, and reported in the one-letter code. I, Ile; T, Thr; V, Val; A, Ala; C, Cys; S, Ser; N, Asn; L, Leu; P, Pro. The category Others includes all other amino acids, which contribute zero to the total score. The values reflect the structural analyses described in Introduction.*
an interconnecting loop, the helices may be considered free to sample any configuration. This protein is therefore a particularly suitable example on which to test our scoring function.

The native-state conformation of GpA is situated at a global score optimum

The fact that GpA is a homodimer guarantees that its helices will form a nearly symmetrical tertiary structure. By enforcing symmetry, we substantially diminish the number of degrees of freedom examined in our search method to three: the crossing angle ($\Psi$); one rotational degree of freedom around the axes of the helices ($\alpha$); and one translation ($x$) (Figure 2). This allows us to use an extensive search range and obtain a fine resolution.

Using InsightII/Biopolymer (Accelrys, San Diego), we constructed an approximation of the C$\alpha$ trace of GpA as a homodimer composed of two ideal $\alpha$-helices. We explored the scoring function for this structure using a high-resolution “score surface” (in analogy with the commonly used term potential surface) in a cross-section, such that $x$ is set at its value in the native state (Figure 3). The local minimum shown in Figure 3 at $\alpha = 0^\circ$, $\Psi = 40^\circ$.

Figure 2. Six degrees of freedom are associated with each helix pair: Three rotational degrees of freedom are indicated in the Figure ($\alpha$ and $\beta$ represent rotations of the helices around their principal axes; $\Psi$ represents the pair’s crossing angle). $\alpha$ and $\beta$ were set arbitrarily to zero in the native-state conformation. Three translational degrees of freedom set the geometric center of one helix with respect to the other, corresponding to the inter-helical distance ($y$), the height of one helix with respect to the other ($z$), and a sliding movement of one helix across the face of the other ($x$). In all our analyses, $y$ was restricted to the value in the native-state conformation of the helix pair. The large arrows mark the principal axes of the helices. For homodimers such as GpA (Figure 1), we may assume that the structure is symmetrical and therefore force $\alpha = \beta$, and $z = 0$.

Figure 3. “Score surface” for the homodimeric TM protein GpA around its native state. The structure used for generating this surface is based on two ideal $\alpha$-helices. The surface was generated by fixing $x$ at its value in the native-state conformation (3.88 Å). While enforcing symmetry ($\alpha = \beta$; see Figure 2), the crossing angle $\Psi$ and the rotation around each monomer’s principal axes were modulated. The ranges and step sizes used are: $\alpha$ in the range of $-180^\circ$ to $150^\circ$ with $2.5^\circ$ step size; and $\Psi$ in the range of $-60^\circ$ to $80^\circ$ with $1.5^\circ$ step size. Note that the native state ($\alpha = 0^\circ$, $\Psi = 40^\circ$) is situated in a score well. The score peaks are associated with the burial of large amino acid residues in the interface. The landscape, as expected, is discontinuous. It is noteworthy, however, that the discontinuity is not very great, and that using a rather coarse step size of $10^\circ$ for $\alpha$ and $5^\circ$ for $\Psi$ should suffice to capture its major features.
ψ = 40° is also the global minimum. Its RMS deviation from the native structure of GpA is 1.41 Å, indicating that ideal α-helices may be used in case the secondary structure is not known with certainty.

It is notable that the region around the minimum in Figure 3 seems to be distinct and large. The scoring function is expected to be discontinuous, but the score surface demonstrates that it is not extremely so, and that searching with a rather coarse resolution (step sizes of 10° for ψ and 5° for ψ) would probably not miss the major features of the score surface. We also conducted a search based on the GpA protein database (PDB) structure (1afo) without enforcing symmetry. This resulted in a near-symmetrical structure with an RMS deviation of less than 0.9 Å from the native-state structure (Table 2).

We examined the effect of modulating y, representing the distance between the helices’ axes of symmetry, on the optimal structure and its score (Table 3). In general, increasing y results in a less favorable score. These results can be grouped into three categories on the basis of similarity between the optimal conformations: those obtained for interhelical distances between 6 and 7.5 Å; those between 7.5 and 8 Å; and those between 8 and 9 Å. This indicates that in the cases where the interhelical distance is not known with certainty, configuration space can be searched at two or three distinct interhelical distances, e.g. below 7.5 Å and above 8 Å.

### Computational results correlate with empirical mutation analysis

We proceeded to determine whether our method could distinguish mutations that hinder dimer formation from those that do not. For this purpose, we analyzed 106 non-redundant non-polar point mutations carried out by Lemmon et al.36 On the assumption that the mutant GpA monomers form an ideal α-helical secondary structure, we built a Cα trace model for these structures using InsightII/Biopolymer (Accelrys, San Diego). By treating only symmetric conformations, we reduced the number of degrees of freedom to three, as described above. This decrease in the number of degrees of freedom allowed us to carry out a fine-grained search of the structures across much of the conformation space. The search ranges and step sizes are specified in Table 2. Figure 4 shows a comparison of our results with the mutation analysis conducted by Lemmon et al.36 We define as a disruption to dimer formation any change in the score of the optimal structure or any deviation of its configuration relative to the optimal structure obtained for the wild-type sequence. Lemmon et al.36 classify their empirical results according to four categories based on the ability of the point mutants to form dimers as well as the wild-type, in significant quantity, in detectable quantity, and no dimer formation. For the purposes of this comparison, we group the classes defined by Lemmon et al.36 as same as wild type and in significant quantity (categories 1 and 2, respectively, in Figure 4), and compare them to our dimer formation class. The other two classes defined by Lemmon et al.36 are compared to our dimer disruption category. It should be noted that our treatment does not allow us to make the distinction made by empirical mutation analyses with regard to the extent of dimer formation.

Our results show a positive correlation with those of Lemmon et al.36 (r² = 0.201). Significantly, the characteristic mutation Gly83Ala, which abolishes dimer formation in vitro,36 is also disruptive according to our analysis.

### A database of helix pairs

To examine whether our method could distinguish the native-state conformation of pairs of helices from near-native conformations, we analyzed 11 helix pairs chosen from various TM proteins according to automatic procedures as elaborated in Methods (Table 2). The helix pairs were used as they appear in the PDB, i.e. with their deviations from α-helix ideality maintained. We used a five-dimensional lattice to map the conformation space around the native state of each helix pair chosen (Figure 2). The search ranges and step sizes are specified in Table 2.

Our use of a lattice places considerable limitations on the conformation space examined and hence on the range of expected RMS deviation values. We therefore compared the RMS deviation values we obtained for the set of 11 helix pairs to a set of randomly generated structures (Figure 5). We constructed the random set of structures by generating 2000 conformations of the helix pair 1,7 of bacteriorhodopsin (PDB code: 1c3w) throughout the range defined in Table 2 of the five-dimensional lattice with uniform probability. We then calculated the RMS deviation of each of these structures from the helix pair’s native-state conformation.

The results presented in Figure 5 indicate that our method yields optimal structures that are close to the native state (<2 Å RMS deviation) in 73% of the cases, as opposed to 8% expected by chance. In some cases (marked with an asterisk) the optimal results are at the end of the search range, and may therefore be underestimates of the real RMS deviation. We did not conduct searches across a larger part of the conformation space, because we treat a helix pair independently of the contacts it forms with other helices. In reality, TM helices in polytopic proteins often form contacts with more than one helix.21 Such contacts constrain the helix pair from exploring conformations that are far from its native state.

† For supplementary material, see: http://ashtoret.tau.ac.il/~sarel
Table 2. Results of a search around the native state conformation of 11 helix pairs sorted according to the RMS deviation of the optimal structure from the native-state structure

| PDB code | Helices | RMS deviation (Å) | Native state crossing angle (deg.) | Interhelical distance (Å) | Δx (Å) | Δz (Å) | α (deg.) | β (deg.) | Ψ (deg.) | Optimal score | Number of interhelical contacts |
|----------|---------|-------------------|-----------------------------------|--------------------------|--------|--------|---------|-------|--------|---------------|-----------------|-------------------|
| 1afo     | 1, 2    | 0.89              | −40                               | 7.4                      | −0.50  | 0.00   | −20     | −20    | −45.5  | −12.63        | 8                | False positives: 0 |
| 1fx8     | 2, 11   | 0.90              | −26                               | 7.2                      | 0.00   | −1.50  | 20      | 0      | −31.5  | −8.66         | 8                | False positives: 0 |
| 1eul     | 31, 36  | 1.65              | −46                               | 6.4                      | −1.00  | 1.00   | 30      | −40    | −38.5  | −10.06        | 6                | False positives: 3 |
| 1eul     | 5, 12   | 1.65              | 24                                | 8.2                      | −1.50  | −2.00  | 20      | −30    | 14     | −3.62         | 4                | False positives: 0 |
| 1occ*    | 108, 131| 1.70              | 24                                | 7.1                      | −3.00  | 0.00   | 40      | −20    | 31.5   | −6.12         | 6                | False positives: 0 |
| 1occ*    | 32, 54  | 1.80              | 14                                | 8.5                      | −1.00  | −1.50  | 20      | −60    | 10.5   | −3.97         | 4                | False positives: 1 |
| 1c3w*    | 1, 7    | 1.88              | −6                                | 8.9                      | 3.00   | −1.50  | 30      | 60     | 21     | −4.12         | 4                | False positives: 3 |
| 1bl8*    | 10, 12  | 1.93              | 13                                | 8.6                      | −3.00  | 2.50   | −10     | 60     | 10.5   | −4.46         | 4                | False positives: 5 |
| 1qla*    | 1, 8    | 2.27              | 23                                | 8.7                      | −1.50  | 2.00   | 0       | −60    | 0      | −2.56         | 2                | False positives: 2 |
| 1occ*    | 45, 47  | 2.88              | 7                                 | 7.6                      | 2.50   | −2.50  | 60      | 60     | 17.5   | −3.89         | 2                | False positives: 2 |
| 1fx8*    | 9, 15   | 5.22              | −41                               | 6.5                      | 0.50   | −1.00  | 60      | −20    | 56     | −9.51         | 2                | False positives: 5 |

For each pair of helices, the interhelical distance was maintained at the value in the native-state conformation and the five other degrees of freedom were modulated. Δx and Δz describe the change in the x and z values in the optimal conformation relative to the native-state conformation. x, z, α, β, and Ψ are the degrees of freedom defined for the search in Figure 2. x and z were modulated between −3 and 3 Å with a step size of 0.5 Å; α, β were modulated between −60 and 60° with a step size of 10°; and Ψ was modulated between −77 and 77° with a step size of 3.5°. It should be noted that the crossing angles (Ψ) of the optimal structures are near their native-state values almost throughout the dataset. The native and predicted structures were also compared visually to determine the number of predicted true positive, false positive and false negative residue contacts. Figure 5 shows a distribution of the RMS deviation values reported here.

* Structures whose optimal results are at the ends of the search range. The RMS deviations reported for these structures should be regarded as underestimates.
It is noteworthy that the success of our method is not restricted to a particular packing class. Most helix pairs examined in Table 2 are packed according to the 4–3 class packing, which is more prevalent in TM proteins. Nevertheless, our method shows considerable success with these as well as with pairs packed in the 4–4 packing class.

We also tested a subset of helix pairs whose interhelical distance is beyond the 9 Å range, Table 3.

The parameters, their search ranges, and step sizes are defined as in Table 1. The scoring function simply increases with the interhelical distance. Note that the structures obtained throughout the range of 6.44–7.44 Å are essentially similar; as are the structures between 7.94 Å and 8.44 Å.

It is noteworthy that the success of our method is not restricted to a particular packing class. Most helix pairs examined in Table 2 are packed according to the 4–3 class packing, which is more prevalent in TM proteins. Nevertheless, our method shows considerable success with these as well as with pairs packed in the 4–4 packing class.

We also tested a subset of helix pairs whose interhelical distance is beyond the 9 Å range.

**Table 3. Search results for the structure of glycophorin A (GpA) at different interhelical distances (y)**

<table>
<thead>
<tr>
<th>Interhelical distance(Å)</th>
<th>α(°)</th>
<th>β(°)</th>
<th>Ψ(°)</th>
<th>Δx(Å)</th>
<th>Δz(Å)</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.44</td>
<td>-30</td>
<td>-30</td>
<td>49</td>
<td>1.5</td>
<td>0.5</td>
<td>-13.32</td>
</tr>
<tr>
<td>6.94</td>
<td>-20</td>
<td>-20</td>
<td>49</td>
<td>2</td>
<td>-0.5</td>
<td>-13.14</td>
</tr>
<tr>
<td>7.44</td>
<td>-20</td>
<td>-20</td>
<td>45.5</td>
<td>1</td>
<td>0</td>
<td>-12.63</td>
</tr>
<tr>
<td>7.94</td>
<td>-60</td>
<td>10</td>
<td>28</td>
<td>-2</td>
<td>1</td>
<td>-11.87</td>
</tr>
<tr>
<td>8.44</td>
<td>-50</td>
<td>-10</td>
<td>21</td>
<td>-2</td>
<td>1.5</td>
<td>-9.66</td>
</tr>
<tr>
<td>8.94</td>
<td>-60</td>
<td>20</td>
<td>-7</td>
<td>-2</td>
<td>-1</td>
<td>-8.59</td>
</tr>
</tbody>
</table>

The correlation between the experimental results reported by Lemmon et al. and our computational results (vertical). The correlation coefficient $r^2$ for these data is 0.201. Significantly, our computational results found only a small percentage (<10%) of mutations in classes 1 and 2 to be disruptive, whereas a large percentage (>50%) of the mutations in classes 3 and 4 were predicted to be disruptive. The search ranges and step sizes used with each mutant were Ψ in the range of −75 to 75° with a step size of 3°. The rotation around the principal axes (α = β) was carried out throughout the range 0 to 360° with a step size of 5°. x was searched in the range of −15 to 15 Å with a step size of 0.5 Å.

**Figure 4.** Comparison of computational and empirical results for 106 non-polar point mutations of GpA. The mutations are classified according to four groups, in keeping with the results reported by Lemmon et al. Mutations in group 1 dimerized as well as the wild-type; those in group 2 dimerized significantly; group 3 mutants dimerized in detectable amounts; and group 4 mutations showed no detectable dimerization. Inset: A Table showing the correlation between the experimental results reported by Lemmon et al. (horizontal) and our computational results (vertical). The correlation coefficient $r^2$ for these data is 0.201. Significantly, our computational results found only a small percentage (<10%) of mutations in classes 1 and 2 to be disruptive, whereas a large percentage (>50%) of the mutations in classes 3 and 4 were predicted to be disruptive. The search ranges and step sizes used with each mutant were Ψ in the range of −75 to 75° with a step size of 3°. The rotation around the principal axes (α = β) was carried out throughout the range 0 to 360° with a step size of 5°. x was searched in the range of −15 to 15 Å with a step size of 0.5 Å.
but our results in those cases were much poorer (data not shown). We conclude that the interactions captured by this method are related more closely to those of tightly packed helix pairs.

**Discussion**

This work had two related goals. The first was to demonstrate the value of a simple rule; small residues go inside, for structure prediction in membrane proteins. To this effect, we used the rule in a simple though exhaustive search method and tested it in 11 carefully chosen TM helix pairs found in the dataset of 11 membrane proteins of known structure (see Methods). As discussed below, the results demonstrated the predictive power of this simple rule. However, they also showed that certain problems in the current implementation of the methodology need to be resolved for it to be potent in structure prediction in polytopic TM proteins. The second goal was to demonstrate the predictive power of the current methodology for tightly packed TM proteins such as GpA.

Ideally, a method for predicting the packing of TM helices would be based on calculating the free energy change occurring upon helix association ($\Delta G_{ass}$). A step in this direction was recently taken by MacKenzie *et al.* who used the data of Lemmon *et al.* concerning the effect of point mutations on the dimerization of GpA to construct an energy-like function for predicting the effects of mutations on dimerization of GpA.

The approach we use here to derive the score function differs from that used by MacKenzie *et al.* in some important respects. It is much humbler, in that it is aimed at discriminating only those conformations of helix pairs in TM proteins that are tightly packed from those that are not. At the same time, it is more ambitious, in that it is derived from general structural considerations, and should therefore be applicable, in principle, to all tightly packed TM helix pairs. The scoring function of Table 1, which constitutes the basis of our method, is a rudimentary construction reflecting contemporary knowledge of tightly packed TM helices; essentially no attempt was made to fit the values to improve the predictions. As anticipated, our results (Figure 4) do not correlate with the data of Lemmon *et al.* as well as do the results of MacKenzie *et al.* ($r^2 = 0.201$ and $r^2 = 0.760$, respectively). We were encouraged to note, however, that the optimal structure of GpA obtained in our calculations was within less than 1 Å RMS deviation from the native structure (Table 2).
To demonstrate the general applicability of our approach, i.e. the predictive power of the simple rule small residues go inside, we compiled a data-
set of 11 helix pairs from TM proteins whose 3D structure is known (Table 2). Since we do not
consider the current methodology suitable for structure prediction in polytopic TM proteins, we
used the known 3D structure of each helix rather than using the corresponding canonical α-helix.
The RMS deviations between the optimal and native structures (Table 2) thus reflect purely the
quality of the score function, rather than a mixture of the score function with deviations from
ideal α-helicity. Our calculations produced conformations that agreed with the known structures
significantly better than expected by chance alone (Figure 5). However, a detailed analysis of the
success rate is inherently complicated. It is possible that interactions that are not taken into account in
our method, such as interactions with other helices, determine the stability of a particular helix pair
within the context of the intact protein. In any event, these carefully chosen helix pairs represent
only 28% of tightly-packed (distance of 9 Å or less between the principal axes of the helices) helix
pairs in the TM proteins in our database, and approximately 10% of all helix pairs forming
significant contact in the membrane (see Methods). This illustrates the restricted range of helix pairs
our method can currently tackle.

Further complications in analyzing the success rate in Figure 5 arise from the search method we
used. Our goal here was to demonstrate the potential use of the scoring function in TM protein
structure predictions. Therefore, we did not treat α-helices that deviate markedly from ideality, e.g.
prounced kinks. These deviations may eliminate certain conformations and allow others. Our
method is further limited by the fact that we do not model the interconnecting loops. Short loops
place a considerable constraint on the conformation space that a pair of helices may explore.
This restriction is therefore an important consider-
ation in structure prediction. In the data set
presented in Table 2 we included only helix pairs
that are at least 20 residues apart from each other
(thus excluding approximately 40% of relevant
helix pairs from our analysis). Because of the
constraints imposed by short loops on the confor-
mations available for a helix pair to explore, the
excluded pairs are capable, at least in principle, of
exploring a rather restricted range in conformation
space. The success rate indeed dropped signifi-
cantly when helix pairs connected by shorter
loops were analyzed also (data not shown).
Relaxing these two limitations by using a more
sophisticated search methodology may make it possible to study many more helix pairs.

To avoid introducing steric constraints into our
calculations, we maintained the distance ($y$) between the principal axes of the helices at its
value in the native state. Obviously, when de novo prediction of tertiary structure is attempted, $y$
would also need to be modulated. Our results for the modulation of $y$ (Table 3) indicate, however,
that when de novo prediction is attempted, it may be possible to set $y$ at two or three different values
and obtain different optimal structures. In any case, by using a more detailed model, in which
each residue is represented as two or three interaction sites, these limitations may be eliminated
altogether.

The overall picture emerging from studies of
TM helix dimers is that the specific factors driving contact formation among helices are qualitatively
different in various ranges of interhelical distance. Eilers et al. recently showed that the distribution
of pairwise contacts between helices separated by
large distances is different from that of tightly
packed pairs of helices. As an example, inter-
actions among aromatic residues, which are
known to stabilize contact between some helix
pairs, are unlikely to occur in the dimerization
region of helix pairs whose axes are separated by
short distances, whereas backbone–backbone
interactions are not possible when the interhelical
distance is large. Other types of contacts that
stabilize and specify TM protein structure may
emerge in the future. Thus, the scoring function
presented in Table 1 may be considered as a basis
for improvement as more knowledge about these factors accumulates.

Overall, despite the simplicity of our approach,
the results demonstrate that it captures the salient
features driving association between tightly
packed TM helices. Significantly, the approach we
employed uses a lower resolution than that of
other methods for TM structure prediction. However, in GpA, which is so far the only case in
which direct comparison between the different
approaches is possible, our results are comparable
with those obtained by other methods. In our
opinion this shows, above all, that the efforts to
develop predictive tools for the tertiary structure
of proteins can harness the knowledge derived
from structural analyses of proteins in a straight-
forward manner. Furthermore, the lower compu-
tational burden associated with such low-
resolution computations allows us to treat
asymmetric helix pairs.

In conclusion, while our approach appears to
capture at least certain aspects of tight packing
between TM helices, many changes need to be
introduced for our method to be robust in TM
protein structure prediction. Nevertheless, the
results indicate that the method can be used for
structure predictions of TM dimers that resemble
GpA, where the limitations described above are of
secondary importance. One important class of
proteins for which this is the case is the receptor
tyrosine kinases (RTK). It is well known that a
critical step in the activation of these receptors
is dimerization, and recent evidence has indi-
cated that at least in some cases, e.g. ErbB2
(HER2), this dimerization is mediated by a specific
interface on its TM domain. Significantly, the
Sternberg–Gullick motif, which is believed to promote dimerization of TM domains in RTKs, is similar in its general features to the CxxxC motif driving the dimerization of GpA. Recently, Mendoza et al. showed that the TM domains of ErbB receptors dimerize in cell membranes, and that the Sternberg–Gullick motifs are mediators of this dimerization. Our initial calculations on the TM domains of ErbB homo- and heterodimers match these observations (unpublished results).

Methods

The search method

Conformation space

We used the coordinates of the Cα traces of the individual helix pairs that were selected on the basis of the criteria specified below. Different conformations were examined by the scoring function defined in Equation (1). As with any two-rigid-body system, any configuration of two helices is defined completely in terms of three translational and three rotational degrees of freedom (Figure 2).

The computational load of the score calculations is relatively low. We therefore used an exhaustive search method rather than other search heuristics. The scoring function is not suitable for modulation of the interhelical distance (y), if the helices were brought closer together it would simply increase the score of a favorable conformation, regardless of steric clashes that would probably form in reality. We therefore searched conformation space, while maintaining the interhelical distance at the value given by the native-state packing of the helices. This reduces the number of degrees of freedom from six to five. We therefore mapped configuration space onto a five-dimensional lattice, such that each coordinate defines a unique conformation of a helix pair.

Comparison of minima with the native state

We estimated the dissimilarity between the score minima obtained and the conformation of the native state by calculating the RMS deviation between the Cα trace of the predicted conformation and that of the native-state conformation using InsightII (Accelrys, San Diego). We compared by visual inspection the interhelical contacts formed in the native state conformation with those formed in our predicted structure, and classified the latter as true positive, false negative, or false positive contacts (Table 2). Comparison with the RMS deviation measured between the native state and the predicted structures reveals a good correlation between the two criteria. It also shows that a cut-off RMS deviation value of 2 Å constitutes a reasonable threshold, below which the predicted structures fit well with those of the native state.

Implementation

The search for the lowest score was implemented in MatLab (MathWorks, Natick MA), using completely vectorized code to improve performance, and run on parallel Origin 2000 SGI processors. The main computational load is the determination of the score of a conformation. This averaged approximately 14 ms per conformation on each of the Origin 2000 processors.

Quantifying the burial of each amino acid residue

The score function defined in equation (1) is based on quantification of the burial of amino acid residues that mediate contact between the helices. In measuring the extent of burial $B_i$ of amino acid residue $i$ we consider two criteria. The first is the distance between the residue and the principal axis of the other helix; the smaller the distance, the more deeply buried the residue. The second criterion is the orientation of the amino acid with respect to the principal axis of the other helix. The more the amino acid residue is directed towards the other helix, the better its burial (Figure 1).

Formally, we consider two parameters: the distance $D_i$ between amino acid residue $i$ and the axis of the other helix, and the angular orientation $A_i$ of amino acid residue $i$ with respect to the axis of the other helix. We define the burial of an amino acid residue as the intersection of these two criteria:

$$B_i = S(D_i)S(A_i)$$

where $S(D_i)$ and $S(A_i)$ are transformations of the distance and angular criteria as defined below.

The effect of increasing the distance or the angular orientation of an amino acid residue on its burial is quantified as a sigmoidal transformation. Clearly, the burial of a residue at close contact and the correct orientation are not much altered by small changes, as is the burial of an amino acid residue that is poorly buried. However, at a certain cut-off distance and orientation, the extent of a residue’s burial changes rapidly.

We therefore use a sigmoidal relation of the form:

$$S(D_i) = \frac{1}{(1 + e^{-tD_i})^{1+p}}$$

for the distance, and a similar expression for $S(A_i)$.

The above sigmoidal function produces values ranging from 0, signifying no burial, to 1, signifying complete burial. It approaches unity for small values of $D_i$ and zero for large $D_i$. Note that $S(D_i = t) = 0.5$, and that $p$ controls the smoothness of the sigmoid, i.e. for large $p$ the function approaches the form of a step function, in which the step occurs at $D_i = t$. Thus, $t$ and $p$ control the position of the threshold, where the function assumes half-value, and the contour of the function, respectively.

We used an ideal model of a helix pair, whose axes are separated by approximately 7.5 Å, to examine different parameter combinations. Thus, we found the parameter values $t = 60^\circ$ and $p = 4$ to be suitable for transformation of the angle $A_i$. For transformation of the distance of the other helix, we first subtract 4.3 Å from the value of $D_i$ calculated for the distance between the amino acid residue and the axis of the other helix. This value approximates the smallest distance possible between an amino acid residue and another helix (the radius of an α-helix to its Cα atoms is 2.3 Å plus 2 Å for two exclusion radii), and produces a value of 1 for $S(D_i)$ if the amino acid residue is as close as possible to the axis of the other helix. The parameter values chosen for the transformation of the distance are $t = 2.5$ Å and $p = 6$. Thus the two
transformations for amino acid $i$ are:

$$S(D^i) = \frac{1}{\left(\frac{D^i}{\text{dist}}\right) + 1}$$  \hspace{1cm} (4)

$$S(A^i) = \frac{1}{\left(\frac{A^i}{\text{dist}}\right) + 1}$$  \hspace{1cm} (5)

where $A^i$ and $D^i$ are given in units of degrees and Å, respectively.

It should be noted that $B^i$ (equation (2)) is sensitive to the choice of $f$ and $p$ values in these $S$ relations. Thus, changes in these parameters may lead to substantial differences in the burial function, and hence in the scoring function defined in equation (1).

**Measuring the distance and angular orientation of each residue with respect to the helix opposing it**

To allow for some deviations from $\alpha$-helical ideality, we employed a method presented by Chothia et al.33 for defining a local helical axis rather than the global one. Local axes coincide with the actual curvature of the helical axis. Due to local deformations, the curvature may differ in places from that of the helix’s principal axis. The local helical axis $v^i$ of residue $i$ is defined as the cross-product of the vectors $Q^i$ and $Q^{i+1}$:

$$v^i = Q^i \times Q^{i+1}$$  \hspace{1cm} (6)

where:

$$Q^i = C^i + C^{i+2} - 2C^{i+1}$$  \hspace{1cm} (7)

and $C^i$ is the position vector of the $C^\alpha$ of residue $i$. At the helix terminus, the local axes are defined as extensions of the last local axis calculated according to equation (6).

For each residue $i$ we determine the space coordinates of a point $p^i$ nearest to it on the helical axis, according to the method of Walther et al.32 by calculating the geometric center of four consecutive $C^\alpha$ coordinates around $i$ ($C^{i-1}$ to $C^{i+3}$). Points on the local axis in both termini of the helix are calculated by extending a vector of length 1.5 Å, corresponding to the average helical rise, in the direction of the local axis calculated for those termini, $v^i$ defined in equation (6).

The distance $D^i$ between residue $i$ and the axis of the opposing helix is defined in our method as the distance between $i$ and the nearest point $p^i$ on the opposing helix’s axis. The angular orientation of $i$ ($A^i$) with respect to the other helix is then measured as the residue’s orientation with respect to $p^i$. For a residue $i$, let us formally define a set $P$ of all the points on the axis of the helix opposing residue $i$ as defined above. The distance $D^i$ between residue $i$ and the axis of the opposing helix is defined as the distance between this residue and a point $p^i \in P$:

$$D^i = |C^i - p^i|$$  \hspace{1cm} (8)

where $p^i$, a point on the helix axis, is defined as:

$$p^i = \min_{p \in P} \left|\left(C^i - p^i\right)\right|$$  \hspace{1cm} (9)

The angular orientation of residue $i$ with respect to the axis of the other helix is then defined as the angle formed between two vectors: $p^i - C^i$, a vector in the direction assumed in space by residue $i$, and $p^i - p^i$, the vector connecting residue $i$ to the axis of the other helix.

**Finding the dimerizing residues**

An important implication of the ridges-into-grooves structural motif is that contact between tightly packed helices is mediated by amino acid residues that are relatively close to each other on the sequence, i.e. the residues forming contact are all contained in a stretch of not longer than ten residues. This is corroborated, at least partially, by the results of the experiments reported by Mingarro et al.31 which showed that an insertion mutation incorporating four Ala residues in the middle of the dimerization motif of the human GpA does not extend the length of its dimerization motif. We used this implied condition as a criterion for deciding which residues actually form close contact. It is interesting to note that without this criterion, the optimal structures obtained by the method consist of helix pairs with their principal axes parallel with each other (results not shown). This is in accordance with the argument made by Chothia et al.33 that the assumption that helices are smooth cylinders leads to parallel orientations of helix pairs as the most favorable conformation.

To find such a stretch of buried amino acid residues, we examine windows of ten residues on the sequence of each helix for all relatively buried amino acid residues ($B^i \geq 0.2$). Of these windows, we pick the one in which the total burial of its residues is maximal. Formally, let us define $W$ as the set of all contiguous ten residue stretches on each of the helices. We first look for $w^i \in W$ such that:

$$w^i = \max_{w \in W} \left(\sum_{i \in w, B^i \geq 0.2} B^i\right)$$  \hspace{1cm} (10)

Then, the residues that form the contact between the helices $w_{con}$ are the residues within $w^i$ whose burial score $B^i$ indicates that they are well buried ($B^i \geq 0.2$):

$$w_{con} = \{ i \in w^i : B^i \geq 0.2\}$$  \hspace{1cm} (11)

We thus obtain two such sets of buried residues, one for each helix in the pair.

**Finding the pairs of residues that mediate contact**

We were interested in finding a set of pairs $P$ of residues, one from each of the $w_{con}$ terms defined above, that form contact between the two helices. Two residues $(i, j)$, such that $i$ is located on one helix and $j$ on the other, are said to form contact if both are buried (i.e. they are both members of the sets $w_{con}$ defined above), and the distance between $i$ and $j$ is not greater than 5.5 Å. This cut-off should be regarded as rather low, since a choice of larger values, e.g. 6 Å, leads at times to structures conforming to class 3–3 helix packing, which were not identified using the assay described by Chothia et al.33 Almost all contacts between residues in this 3–3 class conformation were relatively long-range (over 5.5 Å).

**Construction of a database of helix pairs from solved TM protein structures**

To test the validity and the applicability of our scoring function, we set up a dataset of helix pairs from the solved structures of TM proteins. The dataset was constructed using tailor-made programs written in MatLab (MathWorks, Natick MA) and Perl, which are available from our website, and can easily be modified to suit

† http://www.ashtoret.tau.ac.il/usarel
other analytical needs besides those described here. We applied strict criteria for the inclusion of pairs of helices in our dataset. Briefly, we constructed an initial data set of 39 non-redundant helix pairs, whose interhelical distance is within the range of 6–9 Å. A further restriction on this data set is that pairs of helices are excluded if they are tilted against each other. This restriction is imposed because the effective contact area made by tilted helix pairs is usually rather small.33 Of these 39 pairs, ten were eliminated because one or both of the helices did not conform to strict α-helicity; a further 14 pairs were eliminated because the pair constituted sequence neighbors separated by fewer than 20 amino acid residues; and four more pairs were eliminated after visual inspection because the interface actually formed by the helices was judged to be small, or produced by kinking and coiling of the helices. We obtained a total of 11 helix pairs, which are presented in Table 4.

### Data

We obtained 11 structures of TM proteins from the Protein Data Bank (PDB) (Table 4). The helical parts in each protein were determined automatically according to the data supplied in the PDB, where available, and taken from the literature in the case of 1afo,33 for which the data were not included in the PDB. All other parts of the proteins were ignored.

### Elimination of α-helices that are far from canonical

With the object of excluding from our analysis any helices that deviate significantly from ideal α-helicity, we determined the characteristic helical rise and radius according to the structure of bovine cytochrome c oxidase (PDB code 1occ). The average helix radius is 2.52 Å (σ = 0.14 Å) and the average helical rise is 1.56 Å (σ = 0.09 Å). These values are comparable to those obtained by Walther et al.33 For each helix, we also calculated the global geometric center G and a vector in the direction of its principal axis u.

The search method for optimal conformations is sensitive to deviations from ideal α-helicity. We therefore eliminated substantial deviations from α-helicity by using a 99% confidence limit around the helical rise and radius. Only helices whose rise and radius fell within both limits were allowed into the subsequent analysis.

### Selection of pairs of helices making contact

Many of the PDB structures we analyzed contained oligomers of the same subunit. To avoid redundancy, we identified all duplicate helix pairs according to their sequences, and eliminated them. In this way, we obtained, for each protein structure, a non-redundant set of helix pairs that are close to ideal α-helicity. For each possible pair of helices in these sets, we calculated the points of closest approach and the distance between their axes according to the method of Sunday† (Figure 6).

We treat the axes of the helices as infinite lines in 3D space. We know the coordinates of a point on each of the axes (the helix’s geometric center G) and the direction of the helix axis (u). Let us mark the two geometric centers as G1 and G2, and unit vectors in the direction of their respective helical axes as u1 and u2. Let us also mark A1 and A2, the respective points of closest approach, which we seek. Then:

\[
A_1 = G_1 + s u_1 \quad \text{and} \quad A_2 = G_2 + t u_2
\]

where s and t are scalars. By definition, the line connecting A1 and A2 is uniquely orthogonal to the two axes, i.e.:

\[
u_1 w_c = 0 \quad \text{and} \quad u_2 w_c = 0
\]

where \(w_c = A_1 - A_2\), another way of formulating \(w_c\) is:

\[w_c = w_0 + su_1 - tu_2\]

where \(w_0 = G_1 - G_2\). Substituting equation (14) into the two simultaneous equations defined in equation (13) we obtain:

\[
(u_1 u_1)s - (u_1 u_2)t = -u_1 w_0 \quad \text{and} \quad \quad (u_2 u_1)s - (u_2 u_2)t = -u_2 w_0
\]

In addition, we wanted to guarantee that the helical rise and radius were maintained throughout each helix. We therefore selected only those helices in which the standard deviations of the rise and radius did not exceed twice the value of the standard deviation derived above for that parameter.

### Table 4. Proteins used in this work and their PDB identifiers

<table>
<thead>
<tr>
<th>Protein name</th>
<th>PDB identifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bacteriorhodopsin</td>
<td>1c3w</td>
</tr>
<tr>
<td>Calcium ATPase</td>
<td>1eu1</td>
</tr>
<tr>
<td>Cytochrome c oxidase</td>
<td>1occ</td>
</tr>
<tr>
<td>Fumarate reductase</td>
<td>1qfa</td>
</tr>
<tr>
<td>Glycerol facilitator</td>
<td>1hx8</td>
</tr>
<tr>
<td>Glycophorin A</td>
<td>1afo</td>
</tr>
<tr>
<td>Light-harvesting complex II</td>
<td>1lgh</td>
</tr>
<tr>
<td>Mechanosensitive channel</td>
<td>1msl</td>
</tr>
<tr>
<td>Photosynthetic reaction center</td>
<td>1prc</td>
</tr>
<tr>
<td>Potassium channel</td>
<td>1ib8</td>
</tr>
<tr>
<td>Rhodopsin</td>
<td>1f88</td>
</tr>
<tr>
<td>Light-harvesting complex II</td>
<td>1lgh</td>
</tr>
<tr>
<td>Mechanosensitive channel</td>
<td>1msl</td>
</tr>
<tr>
<td>Photosynthetic reaction center</td>
<td>1prc</td>
</tr>
<tr>
<td>Potassium channel</td>
<td>1ib8</td>
</tr>
<tr>
<td>Rhodopsin</td>
<td>1f88</td>
</tr>
</tbody>
</table>

† [http://geometryalgorithms.com](http://geometryalgorithms.com)

‡ [http://www.rcsb.org](http://www.rcsb.org)
For compactness, let us mark $a = u_1 u_1$, $b = u_1 u_2$, $c = u_2 u_2$, $d = u_2 u_0$ and $e = u_2 u_0$. We can solve equation (15) for $s$ and $t$:

$$s = \frac{be - cd}{ac - b^2} \quad \text{and} \quad t = \frac{ae - bd}{ac - b^2}$$  \hspace{1cm} (16)

By substituting $s$ and $t$ obtained from equation (16) into equation (12), we finally arrive at the points of closest approach on both helices. In cases where the denominator $ac - b^2$ is zero, the two axes are parallel and the distance between them is simply the distance between a point on one axis and the other axis.

This method thus allows us to limit our dataset to those helices whose distance does not exceed 9 A. Apart from divulging the distance between the principal axes of the helices, this method allows us to determine whether the points of closest approach ($A_1$ and $A_2$) fall inside or outside the span of the helices. We regard pairs whose points of closest approach fall outside the helix span as tilted against each other, forming little if any contact. These pairs are therefore automatically eliminated from the list.

Contact-forming helices of TM proteins are often sequence neighbors. In our initial set of 39 non-redundant helix pairs with interhelical distance in the range of 6–9 A, we found 15 (38%) that are separated by fewer than 20 amino acid residues. In a preliminary study, we found that our method works considerably better for pairs of helices that are separated by 20 or more residues on the sequence. This is because short loops do not allow the helix pair to explore conformation space freely. We therefore removed from the subsequent analysis all pairs of helices that are connected via such short loops.

The structures of all helix pairs were then inspected visually to eliminate helices that were kinked, coiled, or tilted against each other. Helices that exhibited considerable deviations from ideal $\alpha$-helicity at their ends were split manually or shrunk to produce $\alpha$-helices closer to the ideal.

To recapitulate: we automatically compiled a non-redundant data set comprised of pairs of helices forming close contact (6–9 A) that do not deviate considerably from $\alpha$-helicity, are not tilted against each other, and are separated by loops of 20 or more amino acid residues. We then manually pruned those pairs whose helices were tilted against each other. We also eliminated the ends of helices that deviated from $\alpha$-helicity.

**Calculation of average helix parameters**

We computed the average helix rise and radius for each helix by an extension of the method described above for determining the space coordinates of points on the helical axis. For each helix, the average helical rise was computed by taking the average of the distances between subsequent points on the helical axis. The average helical radius was computed by taking the average of the distances on the helical axis. For each helix, the average helical rise and radius were tilted against each other. We also eliminated the ends of helices that deviated from $\alpha$-helicity.
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Comment on "Network Motifs: Simple Building Blocks of Complex Networks" and "Superfamilies of Evolved and Designed Networks"

Recently, excitement has surrounded the application of null-hypothesis approaches for identifying evolutionary design principles in biological, technological, and social networks (1–13) and for classifying diverse networks into distinctive superfamilies (2). Here, we argue that the basic method suggested by Milo et al. (1, 2) often has limitations in identifying evolutionary design principles.

The technique is relevant for any network that can be notated schematically as a directed graph of N nodes (for example, representing neurons) and a set of edges or links between pairs of nodes (for example, synaptic connections). In particular, the approach is able to identify unusually recurring "network motifs"—patterns of interconnections among a small number of nodes (typically three to five) that are significantly more common in real networks than expected by chance (1–13). Overabundance is taken to mean that the motifs are the manifestation of evolutionary design principles favored by selection in biological or synthetic systems (1–8).

In statistical parlance, the basic method [which has a long history in theoretical biology (10–13)] tests a "random null hypothesis" by statistically comparing the distribution of motifs in an observed network with that found in a computer-generated ensemble of appropriately randomized networks. Over and above the realistic constraint that the degree distribution of incoming and outgoing links to every node must be maintained (14), the edges in the randomized network are connected between nodes completely at random and without preference. Such randomized networks are considered null in that their structure is generated by a process free of any type of evolutionary selection acting on the network's constituent motifs. Rejection of the null hypothesis has thus, in many studies, been taken to represent evidence of functional constraints and design principles that have shaped network architecture at the level of the motifs through selection (1–13).

However, the method outlined above can lead to the wrong interpretations if the underlying null hypothesis is not posed carefully. For example, using this approach, Milo et al. (1) identified several significant network motifs in the neural-connectivity map of the nematode Caenorhabditis elegans. However, in the case of C. elegans, neurons are spatially aggregated and connections among neurons have a tendency to form in local clusters (15). Two neighboring neurons have a greater chance of forming a connection than two distant neurons at opposite ends of the network. This feature of local clustering, though, is not reflected in the baseline randomized networks used by Milo et al. (1, 2), in which the probability of two neurons connecting is completely independent of their relative positions in the network (Fig. 1). The test is not null to this form of localized aggregation and will thus misclassify a completely random but spatially clustered network as one that is nonrandom and that has significant network motifs.

Analysis of a "toy network" (Fig. 1) illustrates what can go wrong. In this network, the nodes are randomly connected preferentially to nearby neighbors, but with a probability that falls off for more distant neighbors (a Gaussian distribution is used). Although the toy network is built devoid of any rule selecting particular motifs for their functions, we find that the same network motifs identified by Milo et al. (1) for C. elegans are present, and the random null hypothesis must be rejected (Fig. 1). Thus, the statistically significant motifs found in C. elegans (1) are more likely to be the result of the inherently localized partitioning of the nematode’s connectivity network than a property that emerges from the action of evolutionary forces selecting particular motifs for their specific functions. It is not our goal in this case to construct a model that realistically captures the distribution of motifs as found in C. elegans, but merely to explore the implications of choosing an incomplete null model. Having said that, it is still somewhat surprising that the simple "toy model" reproduces the distribution (significance profile) of all three-node motifs with reasonable realism.

Many biological and synthetic networks, such as the metabolic and transcription networks (9) and the World Wide Web (16), are characterized by a scale-free distribution of links to every node. In scale-free networks, the probability of a node having k connections obeys the power law $p(k) \sim k^{-\gamma}$ (with $\gamma > 2$)—that is, most nodes have few connections and a few nodes have many connections. It has been argued (16) that some biological scale-free networks are generated by the rule of preferential attachment, a
rule that in itself does not include any type of selection for or against particular motifs. We have used two variants of the preferential-attachment rule (17) to generate toy networks, and have then analyzed their motif structure. Using the first variant, we find that the feedforward loop (FFL, shown schematically in Fig. 1C) is always significantly over-represented (>2σ from the mean) compared with the randomized null networks, which implies that the motif has been favored by evolution. In contrast, for the second variant, the FFL is significantly underrepresented, which indicates that the motif has been disfavored. As such, the actual process by which a network is generated, even if it is free of selection for or against particular motif functions, can strongly bias an analysis that seeks to determine the quantitative significance of motifs.

Similar problems arise when applying the approach to studying complex ecological food webs (10–13). In these systems, each node represents an organism, and an edge between two organisms indicates that one feeds on the other. Food webs are nonrandom structures largely governed by trophic relationships; randomizing feeding links in a food-web network and testing the random null hypothesis serves at best only to trivially prove this point. Unsurprisingly, Milo et al. (1) find nonrandom overrepresented network motifs that are consistent with simple trophic relationships such as predator–prey–resource interactions. From an ecological perspective, little can be learned from rejecting the possibility that the food web is random. It may be worthwhile in the future to seek ways of posing the null hypothesis in a more sophisticated ecological framework (10–13).

In summary, for all of these examples, the null hypothesis test suggested the involvement of evolutionary design principles in random toy networks that were generated without the involvement of any fitness-based selection process. The only possible resolution to this problem is to reformulate the test in a manner that is able to identify functional constraints and design principles in networks and to discriminate them clearly from other likely origins, such as spatial clustering.

There is no denying that the network randomization approach has a certain charm in facilitating diverse and multidisciplinary cross-system comparisons in the search for common universal network motifs, design principles, and characteristics defining distinctive network superfamilies (1, 2). Indeed, this approach has stimulated theoretical and experimental work that has demonstrated the utility of certain motifs in tasks such as information processing (18, 19). However, given the dangers sketched above, any cross-system analysis may be very fragile and will be prone to comparing network motifs that are found to be statistically significant because of an ill-posed null hypothesis. Moreover, the method described in (2) forces a common reference frame for comparing motif significance profiles (distribution and significance of all possible motifs) of networks, even if they are of different origins—for example, neural networks, for which a null model based on spatial clustering may be justified, versus transcription networks, for which such a null model would be unsuitable. Thus, comparisons mediated through a common but inappropriate reference frame may give the wrong impression that different networks are in fact similar with respect to their motif significance profile. Clearly, these techniques need to be developed further before design principles can be deduced with confidence (20).
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חציחלבונים
- מהווים ממברנת 15-30% מהזהויות במונאומאגר הנתונים˚ם חלבונים
Protein Data Bank – PDB Inhalation של חלבונים במברנאלים בעיך הקשה. הקשו חיות ביו-וית ברקшей של
חציחלבונים אוקטוכיונים, שבויית קביית המבנה גוררת כמויות הולול-פתוחה, על-אף
התקדםות היכרות של השכחת הבקריות של חלבונים בקטריאליים. יש ליזון, שלמשל העומדים˚מבחנים
ממהיחת מחציחלבונים הטרנס-מנברנתלימאקרווניסים ואקוטוכיונים למתקניים בקטריאליים, כר

เทพור, שעומד בידול העוסק בפעילות מצוירת על של חלבונים בתקניים-מנברנתילימאקרווניסים,˚מאקרווניסים פורמס. עד אז, ישות אינטגרטיבית, המ числе אנליים ביו-וית והיווית˚טעים ממידה מבני ברולוזיות ביניות יספור מברנתה התverbs החכיות של המבנה והתקף של
חציחלבונים הטרנס-מנברנתה. בประสงוג, זה, פיתח ססר יספור של חלבונים בברוב יזון
מנברנתה, העושה שימוש באנליזה פילוגנטית ובמידע הביוכימי ובברזילית ביניות.

הישגיו החשובים הת.dimensions החזותי בתを与ני התverbs החכיות של חלבונים˚אטרים שמייצים נלו
אנליים שמייצים ביו-וית של תורות אמינו ביו-וית של ברוב הדגים, כיוון של
קורלציות באבולוציות של תורות אמינו כיוון אטרים איברואנטים˚אטרים שבא
ולא אטרים תורות של תורות אמינו כיוון אטרים איברואנטים, התverbsubi-اوي
ErbB2,致します הנחיה. לנצרה התש søית, ImrE, אנטרידור החיצון, gap junction˚ופ
משמעתי˚אטרים ממיד עליונים ליבי המבנה, כיוון שהבר.PLLות הדג˚אטרים איברואנטים, gap
ולבר אלוח תפוקדים בבר Lopez של שפי חלבונים הארגוניות, ההתב eens על המודל של הוא
をつけ היפוקוזה על אטרים איברואנטים˚אטרים איברואנטים, אטרים איברואנטים˚אטרים איברואנטים, אנטרידור החיצון, gap
מבחינת המדע, המ cudaMemcpy וה الجزائريים הזריים-מעரיצים: מחקר וivism
של קולוניים, משאבות ומעלות.
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